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 Abstract: Cardiac disease prediction helps physicians to make accurate recommendations on the treatment of the 

patients. The use of machine learning (ML) is one of the solution for recognising heart disease-related symptoms. 

The goal of this study is to suggest a methodology for identifying the most relevant features of cardiac disease 

characteristics by applying a feature selection technique. The data set used in this study was Framingham heart 

disease dataset (FHS). It was collected from KAGGLE Machine Learning repository. There are 16 attributes and 

a mark in the dataset that has been validated by four ML classifiers. There are two feature selection methods, 

Correlation Based Feature selection (CBFS) and Principle Component Analysis (PCA) was used for the 

comparison in the study. By using CBFS Method five highly correlated features are selected for the study, and by 

using PCA thirteen features are selected. The experimental result shows that Correlation Based Feature Selection 

with Multilayer perceptron (CBFS with MLP) obtained the highest accuracy for this dataset 
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I. INTRODUCTION 

The research concentrates on the two feature selection methods for data reduction before building the predictive 

models by classification algorithms. These reduced features are then passed into the classification algorithms to 

design the models for the heart disease prediction. These models are used for the comparison of accuracy of the 

classifier. Principle Component Analysis and Correlation Based feature selection methods are used for finding out 

the reduced features. The selected features are inputted to four different classifiers such as Navie Bayes, 

ADABOOST, MLP and SMO. The accuracy of each model is compared with the other. 

Devansh Shah studied various attributes related to heart disease[1]. The study was conducted with Na¨ıve Bayes, 

decision tree, K-nearest neighbor, and random forest algorithms[1]. The experimental result proves that K-nearest 

neighbor algorithm exhibits the highest accuracy. Hamidreza Ashrafi Esfahani[2] formulated a model to predict 

cardiovascular disease. The model includes decision trees, Neural Networks, Rough set, Na¨ıve Bayes and SVM 

for implementation. On comparing the results achieved, it was revealed that the hybrid model of Rough Set, Na¨ıve 

Bayes and Neural Network obtained the highest accuracy. 

II. PROPOSED SYSTEM 

Framingham Heart Study (FHS) from Kaggle Machine Learning repository is used for the study. Two feature 

selection methods along with four classification algorithms are used for the study. CBFS and PCA are the methods 

used for the dimensionality reduction. MLP, Navie Bayes, Sequential Minimum Optimiser (SMO) and 

ADABOOST algorithms are used for classification. The reduced feature set from both the feature selection 

methods are inputted to different classifiers. Eight different Machine Learning Models were created for Heart 

Disease Prediction. Accuracy of these Models are compared with each other. 
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Description of the Data Set: The Framingham Heart Study (FHS) dataset was collected from Kaggle. The dataset 

consists of 4241 records. It contain sixteen features, as shown  in figure  1,including AGE, PREVALENT HYP, 

SYSBP, DIABP, GLUCOSE, SEX, EDUCATION, CURRENT SMOKER, CIGSPERDAY, BPMEDS, 

PREVALENT STROKE, BMI, HEART RATE, DIABETES, TOTCHOL and PREDICTOR VARIABLE. 

 

Figure1: Dataset 

Classification Algorithms: In Machine Learning various forms of classification techniques are available. 

Classification techniques used for this study was described below. 

III. METHODOLOGY 

The methodology generates artifcial instances of underrepresented categories, achieving a balanced distribution 

across both types. The process of classification involves the use of chosen characteristics and using various 

classifiers such as support vector machine (SVM)21, PCA22, linear discriminant analysis (LDA)23, naïve Bayes 

(NB)24, decision tree (DT)25, and random forest (RF)26. Ultimately, the classifier predicts an individual’s 

presence or absence of heart disease. The mechanism used in the suggested approach for heart disease forecasting 

is shown in Fig.2. 

 

 

Figure2: Architecture of Heart disease detection process 

Multilayer Perceptron (MLP): MLP is a subset of Artificial Neural Network. MLP comprises one or more than 

one hidden layers aside from one input and one output plate. The Perceptron is made of an input layer and a totally 
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linked output layer. MLPs have the same levels of input and output, but could have several levels concealed within 

them. 

 

Adaboost In machine learning, AdaBoost( Adaptive Boosting) is a supervised learning algorithm. It is used for 

combining several weak classifiers together to generate a strong classifier. 

Naive Bayes Naive Bayes is a Machine Learning algorithm based on Probability theory in statistics. The term 

naive suggests that the elements that go through the software are autonomous of each other, That is, the value of 

one characteristic, does not explicitly influence or alter the value of any of the other characteristics used in the 

algorithm. The Bayes theorem tells us how we can compute the conditional probability. 

IV. RESULTS AND DISCUSSIONS 

The performance of the suggested strategy is evaluated via thorough testing in the simulation part. Multiple 

metrics, including accuracy, sensitivity, specificity, and precision, are calculated to assess the predictive efficacy 

of the methodology. The effectiveness of the suggested strategy is validated by a comparative study conducted 

against current models. 

Sequential Minimal Optimization (SMO): The sequential minimal optimization is more effective to solve the 

SVM problem compared to traditional Quadratic Programming algorithms such as the interior-point method. The 

SMO algorithm can be viewed as a method of decomposition by which a problem of optimization of multiple 

variables is decomposed into a set of sub problems, each optimizing an objective feature of a limited number of 

variables, usually only one, whereas all other variables are treated as constants which remain unchanged in the 

sub problem. 

Feature Selection: During feature selection the most relevant features are extracted from the data set. Redundancy 

can be avoided using this method. Since irrelevant features are excluded from the input data, feature selection can 

increase the accuracy of prediction. In this study Correlation Based Feature Selection (CBFS) and Principle 

Component Analysis (PCA) is used for feature selection. After feature selection the reduced data set is applied to 

four different classification Algorithm. 

 

Gender Plot 
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Principal Component Analysis (PCA) Thirteen features were selected by PCA during feature selection. The 

features selected by the PCA algorithm are AGE, PREVALENTHYP, SYSBP, DIABP, DIABETES, SEX, 

BPMEDS, TOTCHOL, PREVALENTSTROKE, CIGSPERDAY, EDUCATION, BMI, CURRENT SMOKER. 

 

V. CONCLUSION 

During the study the performance of two different feature selection methods CBFS and PCA are evaluated. Eight 

different classifier models are developed by combining the feature selection and classification algorithms. The 

performance of each model was evaluated. Performance measures such as Accuracy, Precision, Recall, F Measure 

and ROC are evaluated for finding out the best classifier. From the result it is proven that the model CBFS with 

MLP Classifier shows the maximum performance for FHS dataset. 
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