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Abstract:- In this manuscript, we analyses that the critical factors to take into account are constructing a reliable 

system and reliability allocation for components. Standby redundancy provides higher dependability for any 

system, but active redundancy is easier to model. The standby arrangement's reliability analysis is somewhat 

more reliable than that of the parallel running units. On the other hand, their typical interval between failures is 

significantly longer, and one or more units are operating; in standby arrangements, failure detection is typically 

needed to activate the next unit when the first fails. One or more units are operational when the sensing device's 

reliability falls below 100%, as it more frequently does in this scenario. So, one effective way to extend the life 

of a system is to assign redundant components to it and also analyze the reliability, failure rate, and failure 

density functions at different points in time of a component with related hazard rate and inverted hazard rate 

orders established, and also discusses the components and redundancies follow a general lifetime distribution. 

Keywords: Reliability, Failure Density Function, Failure rate Function, Mean Time between Failures, Standby 

Redundancy 

1. Introduction 

The swift advancement of science and technology has presented a challenge to engineers, designers, and 

manufacturers about the dependability of their systems, especially in the fields of space exploration, defense, 

biology, and industry Gupta, et al., [1] discusses the failure analysis is a process that involves assembling 

malfunctioning parts, using a range of methods to investigate the reasons further, and doing cost analysis. 

Analysis of Three States' Two-Unit Electronic Parallel Redundant System Kumar et al., [2] and dependability 

Measurement for Chance failures in the exponential scenario Talk about data analysis According to Goel, et. al., 

[3] and, Kumar et al., [4] a system is considered to have parallel redundancy when duplicate components 

function simultaneously. A parallel redundancy provides robustness against single component failure and error 

detection. An electronic machine circuit can determine which replication is erroneous when a unit vote is 

observed and Aksu, et al., [5] discusses on a vessel with two fixed and two rotating pod units as part of a 

combined four-pod propulsion system, a reliability evaluation approach was applied and the evaluation method 

made use of Markov analysis, FTA, and FMEA. In redundancy allocation, Ikegwuru, O. I. [6] analyze systems 

with several redundancy levels. Over the past few decades, the field of reliability analysis has focused on 

analyzing and discussing systems with associated failures. In order to determine probable failure modes in a 

system and their causes, Taboada, et al., [7] and, Sharma, et al., [8] addressed the use of failure rate models in 

conjunction with a statistical failure mode ratio database. For benchmark situations requiring multi-level 

redundancies, Yeh, et al., [9]  and, Ebeling, et. al., [10] an integrated multi-level redundancy allocation can 

produce better results than sequential redundancy allocation. Zhao, et al., [11] define the traits, applications, and 
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constraints of single component maintenance strategies corrective, predictive, and other approaches that are 

covered in detail from the standpoint of maintenance time. 

In the concept of mathematically models, Jahromi, et al., [12] and, Zaslavskyi, V. [13] serves as the basis for 

mathematical models and algorithms that tackle optimization problems in the creation of extremely reliable 

safety and security systems. It is believed that when components in cold-standby mode are kept under severe 

standby conditions for an extended period of time, their performance would deteriorate. The other cold-standby 

components, excluding the online running components, are routinely inspected and maintained preventively to 

maintain or restore them to a proper state. It is considered that the failure rates of the cold-standby components 

are increasing even when they are restored to like-new state. Qiu, et al., [14] and, Tavana, et al., [15] analysis 

the goal of the effort is to find nearly ideal allocation schemes that maximize system reliability while remaining 

economical. The proposed formulation by Gholinezhad, et al., [16] and, Nath, et al., [17] is integrated into two 

different algorithms are used in the evolving algorithmic framework. Wang, et al., [18] investigates a 

redundancy allocation problem for cold-standby systems that have components that are deteriorating. It is 

believed that when components in cold-standby mode are kept under severe standby conditions for an extended 

period of time, their performance would deteriorate.    

It investigates what happens to a general coherent structure when cold standby redundancy is added at the 

system and component levels according to Eryilmar, [19] that The effects of adding cold standby redundancy to 

a system at the system and component levels on dependability can be of interest to dependability designers. 

Adding cold standby redundancy at the component (system) level extends the life of a series (parallel) system. 

Specifically, expressions based on signatures are generated for the system's survival function following standby 

redundancy at both the system and component levels and Jia, et al., [20] discusses the Power generation systems 

have made extensive use of warm standby, which ensures safe and dependable operation with a shorter leading 

time and less energy consumption than hot and cold standby, respectively. Multi-state features appear in power 

generation systems because there exist a number of intermediate states for producing units between flawless 

functioning and total failure and also Zhao, et al., [21] substituting the standby components for a multi-state 

balanced system, a new rebalancing technique is suggested. The system is composed of m subsystems, each of 

which has n-1 standby components and one operating component. When all of the system's functional parts 

remain intact and its degree of balance stays within a certain range, the system is said to be balanced.  

In addition to common cause failure, Gao, et al., [22] discusses a single repairman and redundant series system 

with a backup unit for every primary unit. the system may malfunction when all of the units in a subsystem are 

unavailable or when a failing primary unit is attempted to be moved to the standby without success. The 

repairman takes a postponed vacation if the system has no failed units also, Gao, [23] consider a K-mixed 

redundancy approach is taken into consideration for The bi-objective optimal problem and reliability analysis 

for a redundant system with two dependent failures load-sharing failure and common cause failure are included. 

The system in this case has 𝑁 active parts, 𝑊 heated standbys, and 𝐶 cold standbys. Malhotra et al., [24] 

assesses the symmetrical availability, dependability, and other system efficacy metrics for two stochastic models 

with different demand, which has a two-unit hot standby system and a two-unit cold standby system; the 

standby unit must be turned on in order for it to start working. Zhu, et al., [25] focused on the counting 

procedure is used to examine the dependability of the series-parallel system with active, cold standby, and warm 

standby redundancy. The optimization model, which maximizes system dependability while adhering to weight 

and cost restrictions, is developed based on the reliability model.    

A new reliability redundancy allocation problem is proposed, where each subsystem's component allocation 

may differ from one another, by Gholinezhad, [26] define reliability redundancy allocation problem can 

improve the reliability of the system in different cases in terms of the maximum possible improvement index, 

and Guo, et al., [27] describe the dependency structures between the components and hot/cold standbys in series 

systems, this article employs hierarchical copula. In order to improve the performance of the system, the optimal 

allocations for hot and cold standbys in series systems with dependent components and redundancies are 

presented. Benabid, et al., [28] discusses, the reliability assessment of redundant electrical power supply systems 

is discussed and Examined and enhanced with consideration for various redundancy scenarios is the electrical 
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power supply system's reliability. Darmstadt, et al., [29] analysis the concept vehicles' failure modes and 

hazards and conduct functional hazard analyses and failure modes and effects criticality analyses for each. 

Yoon, et al., [30] to analyze the redundancy plan of the electric power management system is designed to 

facilitate the development of digital twin technology for electric propulsion systems, while accounting for 

failure types and effects. 

2. Objective 

Our objective of current study is to the effective operation of standby redundancy systems through a 

comprehensive failure mode analysis and mathematical relationships between one or more units or components 

working in which another component is ready to take over in the event that the first component fails. 

3. Methodology of MTBF for a Component in Standby Redundancy System  

Important considerations for system reliability design include reliability allocation for components, redundancy 

allocation, and reliability redundancy allocation. Although active redundancy has simpler modelling than 

standby redundancy, standby redundancy generally provides superior reliability for any system. Cold standby 

method, in which backups are carried out to ensure that a backup portion can effectively assume charge of the 

endeavour when the currently operating fizzles out, is one of the most often used procedures to attain high-

reliability necessity. Such a collection of standby parts can be thought of as a single unit or system that can fail 

multiple times before it ceases to function.  

Notations and Abbreviations: 

𝑅𝑠 : System Reliability 

𝑄𝑆 : System Unreliability 

𝑛 : Number of Components 

𝜆 : Failure rate 

𝑀𝑠: Mean time to between failures (system) 

MTBF: Mean Time to Between Failures. 

CFD: Cumulative Failure Distribution 

FDF: Failure Density Function 

We have 𝑛 components in the system if (𝑛 + 1) components are ready to support one running component. A 

failure of any of the (𝑛 + 1)𝑡ℎ components would be the only thing that would cause the system to fail. 

Since, 𝑒(−𝜆𝑡) 𝑒(𝜆𝑡) = 1 or, 

 𝑒(−𝜆𝑡)  [1 + 𝜆𝑡 + 
(𝜆𝑡)2

2!
+

(𝜆𝑡)3

3!
+ ⋯ ] = 1                                                      (1) 

From (1), the chance that there won't be a failure is represented by the phrase 𝑒(−𝜆𝑡) ∗1, the probability that there 

will be precisely one failure is represented by the term 𝑒(−𝜆𝑡) ∗(𝜆𝑡), the probability that there will be exactly two 

failures is represented by the term 𝑒(−𝜆𝑡)∗
(

(𝜆𝑡)2

2!
), etc. Therefore, The expectation that there will be two, one, or 

no failure, or the probability that there won't be more than two failures equal: 

𝑒(−𝜆𝑡) ∗1 +𝑒(−𝜆𝑡) ∗(𝜆𝑡) + 𝑒(−𝜆𝑡)∗
(

(𝜆𝑡)2

2!
)                                                      (2) 

From (2), we have 𝑅𝑠 and 𝑄𝑆 represent the reliability and the unreliability of the system, 

Then,𝑅𝑠 + 𝑄𝑆 =  𝑒(−𝜆𝑡)  [1 + 𝜆𝑡 +  
(𝜆𝑡)2

2!
+

(𝜆𝑡)3

3!
+ ⋯ ] ≅  𝑒(−𝜆𝑡) ∗1 +𝑒(−𝜆𝑡) ∗(𝜆𝑡) +  𝑒(−𝜆𝑡)∗

(
(𝜆𝑡)2

2!
)                   (3)                                                                                                          

From (3), this enlarged form allows for one failure, after which the dependability of a standby system made up 

of one working component and another ready to step in and take over is provided by 



Tuijin Jishu/Journal of Propulsion Technology 

ISSN: 1001-4055 

Vol. 45 No. 3 (2024) 

 

4261 

𝑅𝑠 = 𝑒(−𝜆𝑡) [1 + 𝜆𝑡]                                                                            (4) 

Using (4), the MTBF for a components system  𝑖. 𝑒., 𝑀𝑠 = ∫ 𝑅𝑠 𝑑𝑡 ≅
∞

0
 

2

𝜆
  

From (2), for a standby system consisting of three units with an identical failure rate, where one unit is in use 

and the other two are ready to take over in turn, we have 

𝑅𝑠 = 𝑒(−𝜆𝑡)  [1 + 𝜆𝑡 +  
(𝜆𝑡)2

2!
]                                                                (5) 

Using (5), the MTBF for a components system  𝑖. 𝑒., 𝑀𝑠 = ∫ 𝑅𝑠 𝑑𝑡 ≅
∞

0
 

3

𝜆
  

In General, when 𝑛 identical parts or units are ready to assist one that is in operation, we have 

𝑅𝑠 = 𝑒(−𝜆𝑡)  ∑
(𝜆𝑡)𝑖

𝑖 !

𝑛
𝑖=0                                                                         (6) 

Using (6), the MTBF for a components system 𝑖. 𝑒. ,   𝑀𝑠 = ∫ 𝑅𝑠 𝑑𝑡 =
∞

0
 
(𝑛+1)

𝜆
  

4. Analysis of a Component in Standby Redundancy under MTBF 

Due to uncertainties in production and stress, the actual failure rate can only be determined using statistical 

procedures. Standby arrangements are often used, with one unit working while another is ready to take over in 

case of failure. Failure detection and switchover devices are typically needed for standby arrangements, but 

there is no difference in consistent failure rates between standby and operational components.  Consider the data 

on failure rates to determine component reliability. One unit is placed in standby redundancy to the main unit 

the failure rate of each unit is estimated to be 𝜆 = 0.10/ℎ𝑟𝑠 but when sensing and switching device is 100% 

reliable then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.736, and MTBF= 20ℎ𝑟𝑠 when, sensing and switching device is 90% reliable 

then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.699, and MTBF= 19ℎ𝑟𝑠 when, sensing and switching device is 80% reliable 

then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.662, and MTBF= 18ℎ𝑟𝑠 when, sensing and switching device is 70% reliable 

then,  

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.625, and MTBF= 17ℎ𝑟𝑠 when, sensing and switching device is 60% reliable 

then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.589, and MTBF= 16ℎ𝑟𝑠 when, sensing and switching device is 50% reliable 

then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.552, and MTBF= 15ℎ𝑟𝑠 when, sensing and switching device is 40% reliable 

then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.515, and MTBF= 14ℎ𝑟𝑠 when, sensing and switching device is 30% reliable 

then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.478, and MTBF= 13ℎ𝑟𝑠 when, sensing and switching device is 20% reliable 

then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.441, and MTBF= 12ℎ𝑟𝑠 when, sensing and switching device is 10% reliable 

then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.405, and MTBF= 11ℎ𝑟𝑠 when, sensing and switching device is 0% reliable then, 

𝑅𝑠 = exp(−𝜆𝑡) [1 + 𝜆𝑡] ≅ 0.368 , and MTBF = 10ℎ𝑟𝑠 

Construct a Table 3 in the relationship between MTBF and System Reliability as below: 
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Table 3: MTBF and System Reliability of the components 

𝑹𝑫 (Device 

Reliability 

in %) 

0 10 20 30 40 50 60 60 70 80 90 100 

 

MTBF (hrs.) 
10 11 12 13 14 15 16 16 17 18 19 20 

 

𝑹𝑺 
0.368 0.405 0.441 0.478 0.515 0.552 0.589 0.589 0.625 0.662 0.699 0.736 

 

Construct a Figure 5, between MTBF and System Reliability as below: 

 

Figure 1: System Reliability under MTBF 

5. Analysis of the Number of Failure Components in Operating Time 

A system's equipment and component failures can have a variety of specific causes, including poor system or 

component design, incorrect manufacturing processes, a lack of comprehensive knowledge and experience, 

complex equipment, subpar maintenance facilities, complex and rigid organizational structures, and human 

error. In Table 1, the failure data of 1000 electronic components with operating hours as given below: 

Table 1: Failure components data in operating hours 

Operating Time (hrs.) 0-10 10-20 20-30 30-40 40-50 

Number of Failures 190 139 121 99 88 

  

Operating Time (hrs.) 50-60 60-70 70-80 80-90 90-100 

Number of Failures 79 67 59 71 87 

 

Establish Table 2, for failure data analysis of the components in operating hours. 
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Table 2: Failure data analysis of the components 

Time 

(𝒕) 

Failure 

(𝒇) 

 

Cumulative 

Failures 

𝑵𝒇(𝒕) 

Number of 

Survivors 

𝑵𝒔(𝒕) 

Reliability 

Function 

𝑹(𝒕) 

CFD 

𝑭(𝒕) 

FDF 

𝒇(𝒕) 

Failure 

Rate 

𝝀(𝒕) 

I II III IV V VI VII VIII 

0 0 0 1000 1 0 0.0190 0.0190 

10 190 190 810 0.810 0.190 0.0139 0.0171 

20 139 329 671 0.671 0.329 0.0121 0.0180 

30 121 450 550 0.550 0.450 0.0099 0.0180 

40 99 549 451 0.451 0.549 0.0088 0.0195 

50 88 637 363 0.363 0.637 0.0079 0.0217 

60 79 716 284 0.284 0.716 0.0067 0.0235 

70 67 783 217 0.217 0.783 0.0059 0.0271 

80 59 842 158 0.158 0.842 0.0071 0.0449 

90 71 913 87 0.087 0.913 0.0087 0.1000 

100 87 1000 0 0 1 - - 

 

6. Discussion  

6.1 For Column I & II: The number of failures (frequencies) indicated against each class interval of time is the 

sum of the numbers of all components that fail during that time. We simply enter time in hours, starting from the 

lower bound of the first class interval up to the higher bound of the last class interval. These frequencies are 

entered in relation to the upper bound of the observed class interval. 

6.2 For Column III: In this column, we represent the 𝑵𝒇(𝒕), number of components that they have failed by 

time 𝒕, followed by the cumulative frequencies of the failures written in column II.  

6.3 For Column IV: In this column, we represent the 𝑵𝒔(𝒕), number of components that are performing their 

intended function adequately at time 𝒕.  

6.4 For Column V: In this column, we represent the 𝑹(𝒕), reliability at different points in time 𝒕, then  𝑅(𝑡) =
 𝑁𝑠(𝑡)

 𝑁0
  where,  𝑁0 denotes the total number of component in the sample so, construct the graph as shown in Fig. 

1, for reliability function of the components: 



Tuijin Jishu/Journal of Propulsion Technology 

ISSN: 1001-4055 

Vol. 45 No. 3 (2024) 

 

4264 

 

Figure 2: Reliability Function of Components 

6.5 For Column VI: In this column, we represent the 𝑭(𝒕), cumulative failure distribution at different points in 

time 𝒕, then 𝐹(𝑡) =
 𝑁𝑓(𝑡)

 𝑁0
  where,  𝑁𝑓 denotes the number of components that have failed at time  𝒕 so, construct 

the graph as shown in Fig. 2, for CFDF (unreliability) of components. 

 

Figure 3: Cumulative Failure Distribution Function of Components 

6.6 For Column VII:  In this column, we represent the 𝒇(𝒕), values of failure density function at different 

points in time 𝒕, then  

𝑓(𝑡) =
 

𝑑
𝑑𝑡 

𝑁𝑓(𝑡)

 𝑁0

 

= lim
∆𝑡→∞

 𝑁𝑓(𝑡+∆𝑡)− 𝑁𝑓(𝑡)

 𝑁0 ∆𝑡
  then,  

The approximate value of  𝑓(𝑡) =
 𝑁𝑓(𝑡+∆𝑡)− 𝑁𝑓(𝑡)

 𝑁0 ∆𝑡
  where,∆𝑡 = 10 & 𝑡 = 0, 10, 20, … and, 𝑁0 = 1000, denotes 

the total number of component in the sample so, construct the graph as shown in Fig. 3, for failure density  

function of components. 
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Figure 4: Failure Density Function of Components 

6.7 For Column VIII: In this column, we represent the 𝝀(𝒕), failure rate at different points in time 𝒕, then  

𝜆(𝑡) =
 

𝑑
𝑑𝑡 

𝑁𝑓(𝑡)

 𝑁𝑠(𝑡)
 

= lim
∆𝑡→0

 𝑁𝑓(𝑡+∆𝑡)− 𝑁𝑓(𝑡)

 𝑁𝑠(𝑡) ∆𝑡
  then,  

The approximate value of  𝜆(𝑡) =
 𝑁𝑓(𝑡+∆𝑡)− 𝑁𝑓(𝑡)

 𝑁𝑠(𝑡) ∆𝑡
  where,∆𝑡 = 10 & 𝑡 = 0, 10, 20, … so, construct the graph as 

shown in Fig. 4, for failure rate of components. 

 

Figure 5: Failure Rate of Components 

7. Conclusion and Future Scope 

The current study focuses on issues in standby for multiple stages, including transient intervals, switching 

errors, false alarms, and missing failures. It emphasizes the importance of parameter selection and commutation 

in achieving optimal system performance for reliability criteria. Redundancy, reliability redundancy, and 

component allocation are crucial for building a reliable system. Active redundancy offers easier modeling, while 

standby redundancy generally delivers superior reliability. The cold standby approach is widely used for high-

reliability needs. Standby systems are marginally more reliable than parallel working units due to the imprecise 

nature of sensing and switching over devices. This study also demonstrates how the unit's dependable state may 
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fluctuate over time and under different conditions. In future we will also analyze by implementing multiple an 

effective structures, and will give important consideration to allocate the reliability of components to improve 

the functional system. 
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Appendix I: Description of Keywords 

Reliability:  

In the simplest of terms, reliability is the probability that a failure won't happen within a specified time frame. 

“The probability that a unit (or product) performs its intended function adequately for a given period of time 

under the stated operating condition or environment” is a more meticulous definition of reliability. We describe 
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to an element, system, component of a system, or whatever is similar as a unit. Four components are highlighted 

in the reliability definition, namely: 

❖ Probability 

❖ Intended function 

❖ Time, and 

❖ Operating condition 

A failure occurs when a device (or system) loses or changes some or all of its properties to the point where it 

can no longer function properly or at all. While some components fail with clear indications, others do not. For 

instance, there are clearly defined failures with switches and electric lamps under all circumstances. In contrast, 

a variety of operating conditions apply to devices like as resistors and voltage stabilizers. It is expected that 

there will be a significant number of initial failures when we put a large collection of units into operation. Initial 

failures or infant mortality resulting from manufacturing faults are the terms used to describe these early 

failures. 

Reliability function for devices/item with continuous lifetime distribution is as follows: 

𝑅(𝑡) = 1 − 𝐹(𝑡) = Pr(𝑇 > 𝑡) ; 𝑡 > 0  

or, 

𝑅(𝑡) = 1 − ∫ 𝑓(𝑥)𝑑𝑥 ≡ ∫ 𝑓(𝑥)𝑑𝑥

∞

𝑡

𝑡

0

 

Hence, 𝑅(𝑡) define, probability that the item/device operate properly in the time interval (0, 𝑡], and 𝑓(𝑥) is the 

probability density function of time to failure, also 𝐹(𝑡) is the cumulative density function of lifetime 𝑇. 

Failure Density Function: 

The probability density function (pdf) of a random variable is the derivative of its cumulative distribution 

function; however, in the context of reliability, this probability density function is referred to as the failure 

density function.  While 𝜆(𝑡) measures the immediate speed of failure, the failure density function 𝑓(𝑡) 

measures the overall speed at which failures are occurring and defined as 

𝑓(𝑡) =  
𝑑 𝐹(𝑡)

𝑑𝑡
 

Where, 𝐹(𝑡) (𝑖. 𝑒. , ∫ 𝑓(𝑡)𝑑𝑡 
𝑡

0
∀ 𝑡 ≥ 0)  is the item of unreliability at time 𝑡, and 𝑓(𝑡) is the failure (or, 

probability) density function.  

Failure Rate Function: 

The probability that an item will fail in the interval (𝑡, 𝑡 + ∆𝑡] and the item is functioning at time 𝑡 is  

 Pr(𝑡 < 𝑇 ≤ 𝑡 + ∆𝑡|𝑇 > 𝑡)  =
Pr (𝑡<𝑇≤𝑡+∆𝑡)

Pr(𝑇>𝑡)
=  

𝐹(𝑡+∆𝑡)−𝐹(𝑡)

𝑅(𝑡)
 

𝜆(𝑡) = lim
∆𝑡→0

Pr(𝑡 < 𝑇 ≤ 𝑡 + ∆𝑡|𝑇 > 𝑡)

∆𝑡
≅ lim

∆𝑡→0
 
𝐹(𝑡 + ∆𝑡) − 𝐹(𝑡)

∆𝑡 𝑅(𝑡)
 

𝜆(𝑡) =
𝑓(𝑡)

𝑅(𝑡)
 

Here, 𝜆(𝑡) is defining the item failure rate or time-dependent failure rate. This implies that, ∆𝑡 is very small, 

Pr(𝑡 < 𝑇 ≤ 𝑡 + ∆𝑡|𝑇 > 𝑡) ≈  𝜆(𝑡). ∆𝑡  

Mean Time Between Failures: 
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The average amount of time that a system or product lasts between two consecutive failures is called its 

maximum test-break frequency, or MTBF. A measure of reliability called MTBF is frequently discussed in 

relation to product development, warranties, and maintenance schedules. Mean Time between Failure (MTBF) 

is a reliability metric that analyzes the average time between failures, which help inform an asset's reliability. It 

quantifies the likelihood of an equipment or component failure within a time frame. 

The Mean Time between Failures (MTBF) is computed by dividing the total operational hours in a particular 

period by the total number of failures that happened during that same time. The hours of runtime before 

technology or equipment malfunctions are revealed by its solution. 

 𝑖. 𝑒.,  MTBF =
Number of Operation Hours

Number of Failures
 

Standby Redundancy: 

In order for a system to function successfully, redundancy indicates that there is a backup plan in place. 

Component or unit operations cannot always be carried out in parallel, necessitating the application of so-called 

stand-by arrangements, which involve having one or more components or units working in parallel and ready to 

take over in the event that the primary unit fails. Standby redundancy is the redundancy that supplements active 

redundancy. When we talk about active redundancy, we mean that every single parallel component is turned on 

when the system boots up and keeps working until anything breaks.  

Every component is concurrently in the working mode when there is active redundancy. Conversely, with 

standby redundancy, the parts are linked in parallel but do not begin to function simultaneously as soon as the 

system is operational. The component(s) in operating mode in standby redundancy are referred to as typically 

operating components. Standby component(s) are the component(s) that are maintained in reserve or standby 

mode. There's a changeover device in addition to this. The switch device's job is to detect whether a regularly 

functioning component fails and, if so, to switch a standby component back to normal operation. We make the 

assumption that the standby component or components won't malfunction when in standby mode. Let us now 

assume that component I successfully carries out its planned function, where 𝑖 =  1, 2, 3, … , 𝑛.  Let 𝑞𝑖  denote 

the unreliability of the component i, given that components have failed. Further, if 𝑅𝑠 and 𝑄𝑠 denote the 

reliability and unreliability of the standby system, then 

𝑄𝑠 = 𝑃(𝑒1̅ ∩ 𝑒2̅ ∩ 𝑒3̅ ∩ 𝑒4̅ ∩ … ∩ 𝑒𝑛̅̅ ̅), where 𝑒𝑖̅ denotes complement of event 𝑒𝑖 

= 𝑃(𝑒1̅)𝑃(𝑒2̅ 𝑒1̅⁄ )𝑃(𝑒3̅ 𝑒1̅⁄  𝑒2̅) … 𝑃(𝑒𝑛̅̅ ̅ 𝑒1̅𝑒2̅⁄ … 𝑒𝑛−1̅̅ ̅̅ ̅̅  ) ≡  𝑞1𝑞2𝑞3 … 𝑞𝑛 

When there is one component that operates normally and one that is on standby, the system's unreliability is 

described as 𝑄𝑠 = 𝑞1𝑞2 and reliability given by 𝑅𝑠 = 1 − 𝑄𝑠  


