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Abstract:- We will address the relationship between cloud computing using neural networks, which in turn is 

associated with online services on the basis of cloud computing, such as the infrastructure of the system and 

access to Internet networks and the use of the communication network in the show cloud computing, but cloud 

computing for various types of services and applications which used to use the internet using neural networks. 

Here we will address the resource scheduling strategy, a technology key in cloud computing, which is a service 

that can be used to send Functions and tasks available resources such as Software and storage systems, as well 

as the aim is to Enlargement the utilization of The classification of the resources available and assembled 

together to  reach the top productivity in solving computational problems through neural networks. Introduction 

we are talking in this search for cloud computing, which is a gloms group of connected computers together each 

other representing the cloud from a variety or complex networks and cloud computing is going one direction 

between Most of the systems in the network with the help of some of the online networks . he is a basis of a new 

model of my account because it is the next-generation technologies and is built on the high speed of the 

computer with the way it works on the storage and analysis of data and services offered through distributed and 

Technology computing working on the pooling of resources and Cloud computing is also considered a type of 

distributed computing. 
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Introduction  

Shared Infrastructure: Utilizes virtualization software to share physical storage services and operations. 

Infrastructure is shared among multiple users, providing benefits and availability in various user models. 

Dynamic Provisioning: Services are provided based on requirements through driver mechanisms. Allows for 

dynamic expansion of services to maintain high levels of security and accuracy. 

Network Access: Accessible via the Internet using a wide range of devices such as computers and mobile 

devices. Utilizes programming standards-based applications for deployment of most cloud services. 

Managed Metering: Uses measurement to manage, improve, and provide reports on services. Enables the 

exchange and dissemination of services through cloud computing. 

Cloud Computing Service Models 

Software as a Service (SaaS): Allows consumers to access and use applications hosted in the cloud. 

Importance lies in the interaction between the provided cloud service and the consumer. 

Platform as a Service (PaaS): Provides platforms for consumers to deploy their own software in the cloud. 

Consumers do not have control over the underlying network infrastructure. 

Infrastructure as a Service (IaaS): Consumers have control over operating systems, applications, storage 

space, and network connectivity. Infrastructure control is in the hands of the consumer. 

These service models clarify the various actions and capabilities available in cloud computing, tailored to 

different client requirements.  
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Figure:-1 

 

Figure:-2 

 

Figure:-3 
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Figure:-4 

Public Cloud: This form of cloud computing is available to the general public, utilizing infrastructure provided 

by a commercial entity. Consumers can access and develop cloud services with minimal financial investment 

compared to traditional capital spending. 

Private Cloud: In this setup, cloud infrastructure is deployed for specific use within a single organization. 

Some aspects of this setup might involve hosting by a third-party provider, even within the organization's 

premises. 

Community Cloud: Shared infrastructure among multiple organizations with common interests characterizes 

the community cloud. This arrangement helps in cost reduction and the sharing of capital expenditures among 

the participating organizations. 

Hybrid Cloud: The hybrid cloud model involves a combination of different cloud infrastructures, allowing for 

the movement of data and services between various cloud environments. It acts as a bridge between private and 

public clouds, supporting organizational data while also providing cloud-based services. Additionally, cloud 

computing comprises two main components connected over the internet: the front end, which is the user 

interface for interaction with cloud services, and the back end, encompassing the storage and servers. 

 

Figure:-5 
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Figure:-6 

Neural Network Architecture:  

Neural networks are structured in layers, with each layer containing a set of nodes or neurons. The three main 

types of layers are: 

Input Layer: This is the first layer of the neural network. Neurons in this layer receive input data and pass it on 

to the next layer. Each neuron in the input layer represents a feature or attribute of the input data. The number of 

neurons in this layer is determined by the dimensions of the input data. 

Hidden Layers: These are intermediate layers between the input and output layers. Neurons in hidden layers 

receive inputs from the previous layer and pass on their outputs to the next layer. These layers are where the 

complex computations and transformations of the input data occur. The number of hidden layers and the number 

of neurons in each hidden layer are design choices that impact the network's capacity to learn. 

Output Layer: This is the final layer of the neural network. Neurons in the output layer produce the network's 

predictions or outputs. The number of neurons in the output layer depends on the type of problem the network is 

solving. For instance, a binary classification problem may have one neuron for each class, while a regression 

problem may have a single neuron. 

Neuron Structure: The basic building block of a neural network is the neuron, which processes information. 

Here's a breakdown of the components of a neuron: 

Inputs (x1, x2, ..., xn): Neurons receive inputs from the previous layer or directly from the input data. Each 

input is associated with a weight (w1, w2, ..., wn), which represents its importance or strength. 

Weights (w1, w2, ..., wn): Weights are parameters that the neural network learns during training.They 

determine the impact of each input on the neuron's output. A higher weight means the input has a stronger 

influence on the neuron's output. 

Bias (b): Bias is an additional parameter for each neuron .It allows the neuron to adjust its output independently 

of the inputs. Bias essentially allows the activation function to shift left or right. 
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Weighted Sum (z): The neuron calculates the weighted sum of its inputs and bias: 

z=w1∗x1+w2∗x2+...+wn∗xn+b 

Activation Function (σ): After computing the weighted sum, the neuron applies an activation function. The 

activation function introduces non-linearity, allowing the network to learn complex patterns. 

Common activation functions include: ReLU (Rectified Linear Unit): σ(z)=max(0,z) 

Sigmoid:  σ(z)=1/(1+e−z1) 

Tanh:  σ(z)=(ez-e-z )/(ez-e-z ) 

Output (a): The output of the neuron is the result of the activation function:            a=σ(z) 

Passing Output: The output of the neuron is then passed on to the next layer in the neural network. 

Training and Learning: During the training process, the neural network learns from the data through a process 

called backpropagation. This involves: 

Forward propagation: Passing input data through the network to generate predictions. Calculating the error 

between the predicted output and the actual output. Back propagating the error through the network to adjust the 

weights and biases using optimization algorithms like Gradient Descent. Through iterations of forward and 

backward passes on the data, the network learns to make better predictions and minimize errors. Understanding 

the architecture of neural networks and the structure of neurons is fundamental to designing, training, and using 

these models for various machine learning tasks. Different network architectures and neuron configurations are 

suited to different types of problems, and choosing the right architecture is often a key part of building an 

effective neural network model. 

 Feed forward Networks:  

 Single-layer perception: This network consists of a single layer of weights, where the inputs are connected 

directly through a series of weights for output and considered this method is the simplest kinds of nutrition 

network forward and here is calculated total products and inputs in each node to an end. 

 

Figure 7 

Multi – layer perception : Multi-layered networks and these networks consist of multiple layers of 

computational units are interconnected with each other in a manner feed forward every nerve in a single layer 

and layer Elly followed by the nerve cell layer consists of these architectural and output along with one or more 

of the hidden layers are known to the unit of account of the hidden layer neurons known as the hidden and And 

it is accessed layer input and output as well as the hidden layer them . 
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Feedback / Recurrent Networks : Recurrent neural networks are featuring it contains at least one of the 

contacts feedback so that they can activation in the form of rings enables networks to do the treatment timeless 

and see the sequence of buildings neural networks repeated it could potentially take many forms, including 

multi-layer forms as a sub-system and can take the form of forms of memory . 

Neuron structure: We will talk about the basic structure of the nervous system which neurons are specialized 

in dealing with these cells of information for the receipt and transmission of information and every part of the 

nerve These cells have an important role in the transfer of information throughout his body following figure will 

explain the functions of each part of the nerve cells : 

 

Figure 8 

 

Figure 9 
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Figure 9 

Axon: The axon is an extension of nerve cells that transmit nerve signals from the cell body to the terminals. 

The largest axons are the fastest in transmitting information, covered by a sticky material called myelin. Myelin 

acts as insulation, speeding up the transfer of information compared to other neurons. 

Terminal Buttons: These are found at the end of nerve cells and are responsible for sending signals to other 

neurons. At the end of these terminals, there is a gap known as synapse, where neurotransmitters carry signals to 

other neurons. 

Dendrites: Dendrites are like branches of a tree at the front of nerve cells. They increase the surface area of the 

cell body. Covered with synapses, these small depressions process information received from other nerve cells 

through electrical stimulation. 

Soma: The soma is where signals from dendrites converge and transfer. While the nucleus and soma don't 

directly transfer nerve signals, they play a crucial role in maintaining the cell's function. They support cell 

structures like mitochondria, which store energy for the cell, and aid in the creation and secretion of substances 

essential for cell health. 

Neural networks are designed to mimic the human brain's function in performing specific tasks or functions. 

Their key advantage lies in their ability to adapt to solve complex or ambiguous problems. They are trained 

through various methods, adjusting learning rates and changing relationships between input and output 

layers.The network's performance is influenced by factors such as the number of layers and training algorithms 

used. Neural networks undergo repetitive training, recombination, and fitness selection, often involving the 

manipulation of small chromosomes within the network. 

These networks are trained to gather specific information and predict new outcomes. They excel in tasks such as 

identification, classification, and prediction by analyzing intricate patterns in data. Neural networks learn to 

adapt to different scenarios, processing vast amounts of information and variables efficiently. Additionally, 

neural networks can classify new data entries in real-time, even those never encountered before. This capability 

is akin to genetic algorithms, which find optimal solutions within a given space. Utilizing neural networks in 
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cloud computing environments involves categorizing tasks to leverage their advantages effectively in handling 

large-scale data processing. 

Result: Cloud computing stands out as a captivating subject within the realm of scientific research, promising 

enhanced resource utilization leading to heightened productivity. It facilitates the processing of vast domain-

specific problems, with single neural networks emerging as a cornerstone across numerous facets of cloud 

computing. The principal function of neural networks lies in their ability to navigate the array of resources 

available in this domain. Researchers emphasize the pivotal role of neural networks within the cloud computing 

landscape, employing artificial intelligence techniques to optimize the allocation of these resources. Central to 

this approach is the utilization of neural networks for classifying the functions within resource waiting lists, 

enabling the prioritization of various tasks. This model's versatility allows for adaptation and the exploration of 

new knowledge and concepts, enhancing solutions within the sphere of cloud computing. 

References  

[1] B. Gabrys and A. Burgiela, “General fuzzy min-max neural network for clustering and classification”, 

IEEE Trans. Neural Networks, Vol. 11, No. 3, Pp. 769-783, 2000.  

[2] Karajeh, H., Maqableh, M. and Masa’deh, R. (2014) Security of Cloud Computing Environment. 23rd 

IBIMA Conference on Vision 2020: Sustainable Growth, Economic Development, and Global 

Competitiveness.  

[3] Benny Karunakar, D. and Datta, G.L. (2007) Controlling Green Sand Mould Properties Using Artificial 

Neural Networks and Genetic Algorithms—A Comparison. Applied Clay Science, 37, 58-66.  

[4] Goñi, S.M., Oddone, S., Segura, J.A., Mascheroni, R.H. and Salvadori, V.O. (2008) Prediction of Foods 

Freezing and Thawing Times: Artificial Neural Networks and Genetic Algorithm Approach. Journal of 

Food Engineering, 84, 164-  

[5] Chen, C.R. and Ramaswamy, H.S. (2002) Modeling and Optimization of Variable Retort Temperature 

(VRT) Thermal Processing Using Coupled Neural Networks and Genetic Algorithms. Journal of Food 

Engineering, 53, 209-220.  

[6] Weiss. Computing in the Clouds, networker, Dec, (2007) vol.11:16-25  

[7] Dialogic Corporation, “Introduction to cloud computing,” white paper. 

[8] R. Buyya, C. S. Yeo, and S. Venugopal, “Market-Oriented Cloud Computing: Vision, Hype and Reality 

for Delivering IT Services as Computing Utilities.” Future Generation Computer Systems, vol. 25,pp. 599-

616, 2009.  

[9] Cloud Computing Cum Neural Networks in Diagnising CANCER.  

[10] Schikuta, E.: NeuroWeb: an Internet-Based neural network simulator. In: 14th IEEE International 

Conference on Tools with Arti_cial Intelligence (ICTAI'02), Washington, D.C., USA, IEEE Computer 

Society (November 2002) 407{414  

[11] Application. In: Neural Networks (IJCNN), The 2010 International Joint Conference on. (July 2010) 1{5  

[12] Weish aupl, T., Schikuta, E.: Cellular Neural Network Parallelization Rules. In: CNNA '04: Proceedings of 

the 8th IEEE International Biannual Workshop on Cellular Neural Networks and their Applications, Los 

Alamitos, CA, USA, IEEEComputer Society (2004)  

[13] Ruay-Shiung Chang; Chia-Ming Wu, "Green virtual networks for cloud computing," Communications and 

Networking in China (CHINACOM), 2010 5th International ICST Conference on , vol., no., pp.1,7, 25-27 

Aug. 2010 

[14] Hulkury, M.N.; Doomun, M.R., "Integrated Green Cloud Computing Architecture," Advanced Computer 

Science Applications and Technologies (ACSAT), 2012 International Conference on , vol., no., 

pp.269,274, 26-28 Nov. 2012  

[15] Arshad, J., Townend, P. and Xu, J. (2013) A Novel Intrusion Severity Analysis Approach for Clouds. 

Future Generation Computer Systems, 29, 416-428. http://dx.doi.org/10.1016/j.future.2011.08.009  

[16] Heckerling, P.S., Gerber, B.S., Tape, T.G. and Wigton, R.S. (2004) Use of Genetic Algorithms for Neural 

Networks to Predict Community-Acquired Pneumonia. Artificial Intelligence in Medicine, 30, 71-84.  

[17] Reggia JA. Neural computation in medicine. Artificial Intelligence in Medicine, 1993 Apr, 5(2):143–57. 

http://dx.doi.org/10.1016/j.future.2011.08.009

