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Abstract: — The objective of this paper is to evaluate the strategy of feature combination i.e. to show the
effectiveness of feature combination over single features (in terms of classification accuracy) and thus to study
the behavior of recognition metrics by changing certain parameters. We can conclude from the results that feature
combination is quite efficient in practical approach. The addition of new features to the existing ones gradually
enhances the classification accuracy. Thus such systems can be a great help from the realistic point of view and
can be utilized in day to day life. The recognition metrics depend differently on different number of aspects, thus
if we can manage such parameters wisely, we can achieve better results by extending the application of feature
combination.
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1. Introduction

The ever-expanding realm of computer vision offers a vast landscape for extensive research and innovation.
Despite decades of focus, crafting a successful object categorization system remains challenging, even with basic
image datasets. This difficulty arises from the significant variations within classes and the similarities across
different classes, stemming from both intra-class variability and inter-class correlation.

Various tools, such as SIFT [30], HOG [31], and SURF [32], have been introduced to tackle these challenges.
However, they exhibit a notable limitation: while proficient in certain object classes, they lack the versatility to
encompass all. To address this, the fusion of multiple complementary features becomes imperative. By
amalgamating the strengths of different features, a final feature emerges, surpassing the classification accuracy
achievable by any single feature alone.

Feature selection as kernel selection:

As a kernel is associated with a feature, implies that kernel selection/combination transforms to feature
selection/combination. Cross Validation (CV) is an approach to find a kernel from the set {k,, ... kz}.

The following are the classes of Feature combination in brief [2]:

1. BASELINES

Deterministically combining kernels for SVM training is covered by two baseline techniques. These are:
Average Method

The easiest approach to merge kernels is average. Definition of kernel function is
" 1
k(o x') = 5 S k(0,21
While several combination algorithms have been proposed, this baseline method is worth to be compared with.

Product method

As the name reflects, this baseline method fuses several kernels by multiplication. Here
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k" (x, x') = (H:l:lkm(x,x'))lﬁ

is the kernel function definition that is used as the single kernel in a SVM.
MKL (Multiple Kernel Learning)

This kernel selection method uses known kernels rather than producing fresh ones and discovers an optimal linear
and non-linear combination during algorithm training. MKL optimizes linear kernel combinations simultaneously.

F
KXY = ) Bk x)
m=1

and the parameters a € RN and b € R of an SVM. There are strong reasons behind the rigorous use of multiple
kernel learning which include a) it provides a larger set of kernels for the selection of kernels and parameters and
b) combines data from distinguished sources (images, sound etc)

BOOSTING

Boosting method gathers features in a mixed way that are coded by dissimilar systems. Inspired by the MKL
decision function, boosting method is based on adding new kernels iteratively until a stopping criterion is reached.
To improve weak learning algorithms, boosting was invented. An updated boosting method, Ada-Boost, combines
weak classification functions to strengthen weak classifiers.

The intuitive idea that ‘more features lead to higher performance’ boosted feature combination research for
principled classification systems. Some old feature combination approaches and recent algorithm design methods
have been reviewed and adjusted to find the optimal algorithm

SVM classifiers transform feature combinations to kernel combinations. MKL (multiple kernel learning) is a
prominent kernel combination method that optimizes kernel weights to provide the greatest combination
performance.

n
Ky = ) wiki(x,y)
i=1

alongside SVM parameters a and b [6]-[10]. Canonical MKL assumes a consistent weighting scheme across the
input space, while sample-specific MKL based kernel weights on kernel functions and samples. The former
technique boosts performance but increases computation and overfitting. The two contradictory approaches were
addressed using group-sensitive MKL.

MKL has been eye-catching recently, but not always. It has no advantage over baseline average combination
sometimes. Although some MKL-like kernel combination algorithms have been authorized, these optimization
methods are controversial. Optimization algorithms waste memory and are expensive to compute. MKL may have
been exaggerated due to lack of comparison with simple but powerful baseline approaches.

Instead of optimizing all parameters at once, [2] suggested using LPBoost to train them independently in two
phases. Boosting approaches consistently outperform MKL and baselines.

Traditional techniques of feature combination

Conventional methods for combining features involve (1) merging various feature vectors into a single composite
vector and training a classifier on it (Dassigi et al., 2001); (2) forcefully combining all the features into a single
long feature vector and reducing its dimensionality using techniques such as PCA (Principal Component
Analysis), LDA, etc. The initial two techniques are referred to as "Feature Fusion," while the final one is known
as "Decision Fusion."These two strategies dominate “Data Fusion”. The aforementioned feature combination
strategies can be split into three tiers (low, middle, and high) for effective classification from human perception.
With low-level feature combination, features are worked on without refining. The middle level selects a subset of
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original features. The higher level of feature combination combines classifiers from different systems'
programmed feature sets. However, each level has flaws. For low-level feature combinations, worthless,
redundant, or incompatible features may cause poor classifier performance on lengthy feature vectors. Sometimes
the composite vector has too many dimensions, making computation expensive. Even with advanced feature
selection approaches, the middle level may not contain an ideal feature set. The high level of feature combination
may lack feature communication in training because it focuses on component classifiers.

2. Literature review

Although feature combination work is extended to different branches like text classification, disease diagnosis,
human faces detection etc. here we stick to the works on the Feature combination in ‘Object classification’. We
elaborately present the literature works carried out in the past, their methods adopted, comparisons, advantages
and disadvantages of certain methods involved and finally a summary. So the literature works are as follows:

A new boosting-based feature combination method is proposed [1]. Boosting combines features here. Unlike
ordinary boosting, variation boosting trains weak classifiers on multiple feature sets. Finally, weighted voting
combines classifiers. Output classifier for that round. Research shows this feature combination technique can
combine feature selection, communication, and classifier learning. Schapire (1990) introduced boosting to
improve weak learning algorithms. AdaBoost extends boosting and voting classifiers through two classes. A
similar feature vector is given to weak classifier components in conventional AdaBoost. Even though all features
are different types, each training instance includes a fixed-length feature vector with similar attributes in a
specified order. As seen in [1], AdaBoost works better. This boosting strategy trains a middle final classifier from
several weak classifiers on samples of each feature vector using system-coded characteristics at each cycle. Each
round of this algorithm identifies combinations using weighted voting. Weak learning algorithms can be chosen
for AdaBoost and other boosting algorithms like decision trees, neural networks, and others. This boosting
variation can be changed in multi-class cases like general boosting. The suggested method in [1] classifies
specifically, unlike AdaBoost, which classifies broadly. The variant of boosting showed much better classification
performance than traditional approaches on three data sets. Boosting, feature extraction optimization, and neural
network parameter adjustment can improve its performance.

Further works on boosting in [2] confirmed its consistency and robustness by extending it to several multiclass
setting. In [2] vivid kernel methods of feature combination have been defined in a clear manner which includes
baselines, MKL and boosting. The paper proposed formulations based on LPBoost. In particular two methods
have been proposed that are inspired by the MKL decision function. They are LPBoost and its multiclass variants
i.e. LP-B and LP-B that have been experimented on specific datasets. In MKL solution, combining coefficients
are regarded as feature influence on a class, but in multiclass situation, this is false. Thus, multiclass decision-
making values all features equally. LP-B chooses three of seven features, while other approaches aim to choose
all features. Oxford flower experiment results show MKL and LP-p learning methods are resilient to unnecessary
characteristics, but CG-Boosting strategy worsens with time.

Instead of monotonous time-consuming learning procedures in MKL, prior information was introduced into kernel
mixing [3]. So, the weight of each attribute in combination depends on how well it classifies the class. Thus,
numerous methods that combine local feature weights are presented in [3] along with the new strategy of
establishing feature weights based on classification performance. Feature combination is solved with bag-of-
words histogram features and kernel-based classifiers. The factor-based algorithm is

1) Each bag of words feature has a kernel.

2) Each kernel trains SVM classifiers.

3) Validation dataset predicts classifier performance.

4) Each class combines first-step kernels into one kernel and uses third-step performance ratings as coefficients.
5) The final classifier predicts validation dataset picture labels using the single kernel.
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The fact that prediction ability weights each feature's effect on the final prediction makes this technique strong.
To mix features and kernels, performance prior knowledge is calculated after normalising intermediate values.
This historical information might be included two ways:

3. Proposed Model

To propose a model that can successfully implement feature combination in object classification by taking certain
image datasets as input and with the help of classification algorithm trains and tests the given data, thus displaying
the recognition parameters which are analyzed further.

So the goal of the model is twofold: To combine the features with the help of some local feature descriptors and
detectors To obtain the recognition parameters and thus analyze them in a graphical manner by changing certain
parameters. The proposed model has been designed with respect to the hardware and software configurations.

As the simulation environment (system) has a limited capacity to withstand dynamic changes, so the proposed
model has been designed with a minimal scope. Underneath the proposed model, there are a lot of intermediate
and individual coding works that are integrated to obtain the desired result.In order to avoid malfunctioning of the
system, limited numbers of features are combined.The proposed model has been presented in the form of a
flowchart which is shown below.The terms related to the flowchart are thereby described in a nutshell. The details
of the flowchart and the parameters are also elucidated

Figl. Represents flowchart as the result of integration of different intermediate works done on python.

The process starts with the input of the image data sets which are in a specific format (hame.image_number) in
order to be processed. The images undergo different pre-processing techniques like feature extraction, then feature
concatenation etc.The features are concatenated using certain feature descriptors and/or feature detectors (more
than one descriptor/detector).After the feature combination takes place, a classifier algorithm is applied
(classifier).The classification algorithms included here are Linear SVM and the K-Nearest-Neighbor.The purpose
of choosing the algorithm is not reason oriented but because of the motivation that we received from the specific

paper.
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Fig.1 Flowchart of proposed model
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Keeping this aside, the KNN and SVM are the common algorithms applied in feature combination for
classification purpose.The classification algorithm splits the data to get training and testing sets.After the images
are trained, a kernel matrix is obtained with certain dimension and as the testing images are passed through the
kernel matrix, it classifies them resulting the accuracy.The recognition metrics obtained are precision, recall,
support and F1 score in SVM and only accuracy rate in KNN.The parameters are changed like the size of the data,
types of classifiers etc to analyze its impact on the above metrics especially with precision (accuracy).The result
is the trend found after the analysis has been done.Our proposed model resembles that of the early combination
model.

3.1 Details of the descriptor algorithms (feature descriptor) used
As we have used two types of descriptors to show the feature combination, here we give a brief about them.
A. Color histogram in HSV space

In image processing, color histogram is the representation of the distribution of colors in an image.For a digital
image, color histogram represents the number of pixels that spans the image’s color space, the set of all possible
colors.HSV stands for hue, saturation & intensity value.The color histogram can be built for any kind of color
spaces like the three dimensional color spaces RGB or HSV.

B. HOG

It is used for image recognition and object detection.lIt is basically a feature extraction algorithm that converts an
image of fixed size to a feature vector of fixed size.lt is based on the idea that local object appearance can be
effectively described by the distribution(histogram) of edge directions(oriented gradients)As defined in the
introduction chapter, HOG involves the technique of counting occurrences of gradient orientation in localized
portions of an image.First the color histogram is applied in order to extract the features.Then the HOG is included
to extract the HOG features.Both these features are concatenated to give the effect of feature combination.

3.2 Classifier algorithms used
Two classifier algorithms have been included in our work to show what effect they have on accuracy. They are:
A. KNN

The k-nearest neighbor algorithm is used for classification and regression.In both the cases the input consists of k
closest training examples in feature space.In our work we have taken k value as 2.Some parameters included in
kNN are n_neighbors, weights, algorithm, leaf_size, metric etc.

B. Linear SVM

Support vector machine is a discriminative classifier or supervised learning methods used for classification,
regression and outlier detection.In other words, given labeled training data (supervised learning), the algorithm
outputs an optimal hyper plane which categorizes new examples.Binary classification: A classification that
classifies the data into two classes. We have included the binary classification scheme in our work.

3.3 Kernels and Kernel matrix

A kernel is a similarity function. In image processing a kernel, a convolution matrix, or mask is a small matrix. It
is useful for blurring, sharpening, embossing, edge detection, and more. This is accomplished by means of
convolution between a kernel and an image.Every feature corresponds to one or more kernels.

3.4 Terms associated with Recognition parameters:

In the field of image processing and computer vision, the word ‘Recognition’ plays a vital role. In most of the
papers, a term recognition rate is used to show the results of classification. It indicates how correctly the algorithm
can detect the test images after it has been trained. The sole purpose behind so much of research work is just to
improve this recognition rate thus designing a more robust model.
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There are various parameters which can be changed to study the final results. For example: Change in input,
Number of input and Change in classification algorithm: SVM, kNN, change in training-testing split ratio

The results of the classification are analyzed by the following metrices:

Precision: (P) The ability of the classifier not to label as positive, a sample that is negative. In simple words,
precision is a measure of result relevancy. Precision is defined as the number of true positives (Tp) over the
number of true positives plus the number of false positives (Fp)

__Tr
Tp+Fp

1. Recall: (R) The ability of the classifier to find all the positive samples. In simple words recall is a measure of
how many truly relevant results are returned. Recall is defined as the number of true positives (T p) over the
number of false negatives (F,,)

__Tp

T Tp+Fn

High scores for both i.e. precision and accuracy show that the classifier is returning accurate results (high
precision), as well as returning a majority of all positive results (high recall).
2. F1score: (Fq) The harmonic mean of Precision and Recall.

P+R
P+R

F1=2

3. Support: It is the number of samples of true response that a class contains.
4. Result And Discussion

The results and discussions of this paper are based on humerous works undertaken in a trial and error method
using python programming.

We have included here three data sets. They are

o Data set 1- two classes from Event-8 (bocce & rock climbing, 52 each)[34]
o Data set 2- two classes from Caltech-101(Buddha & lamp, 60 each)[35]
o Data set 3 — two classes from Pets (cats & dogs, 500 each)[36]

In results, first we have evaluated the classification accuracy without any kind of feature combination that is the
accuracy simply obtained by using color histogram in HSV space (color descriptor). Then to show the
effectiveness of Feature combination over single features, we have again evaluated the classification accuracy by
concatenating the existing features with the features of HOG descriptor. We have evaluated the same using KNN
classifier. After evaluation of feature combination, we have changed the parameters one by one to check the
change in the recognition metrics. The parameters changed are type of classifier, training testing splits and the
input size (in terms of number of images) The results obtained are converted to graphs and hence analyzed. In
order to obtain desirable results, it was made sure that the system remains stable. The results have been noted
under minimal inclusion of libraries, functions and codes; else it produced abnormal results.
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The results are as follows:
1. Single feature

a) Dataset 1 (bocce & rock climbing, 52 number of images each) Classifier used- KNN

: This nodule wa

ote th

Fig.2: Single feature for data set 1
Accuracy =53.85 %
b) Data set 2 (Buddha & lamp, 60 each) classifier used- KNN

Fig.3: Single feature for data set 2
Accuracy= 25.00 %
c) Data set 3(cats and dogs, 500 each) classifier used- KNN

-Inspiron-Ns6:

Fig.4: Single feature for data set 3
Accuracy =55.60 %
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The above results are obtained by taking one color descriptor i.e. color histogram in HSV space.
2. Feature combination

a. Data set 1 Event (bocce & rock-climbing,52 each) classifier- KNN

Fig. 5: Feature combination for data set 1
Accuracy=86.54%
b. Data set 2 Caltech (Buddha & lamp, 60 each) classifier- KNN

Fig. 6: Feature combination for data set 2
Accuracy=95.00 %
c. Data set 3 Pet animals(cat & dog,500 each) classifier-kNN

Fig. 7: Feature combination for data set 3

Accuracy=81.40 %
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The results for feature combination are obtained by adding another descriptor HOG with the existing one.

Single feature vs. feature combination graph

— msingle feature

100 m feature combination

50

feature combination

Accuracy in percentage

data set 1 single feature
data set 2

data set 3

data sets

Fig. 8 feature combination graph

From the analysis of the above graph, we can clearly say that combination of HOG features to the existing features
obtained from color histogram, yields remarkable results. Thus proving the effectiveness (in terms of classification
accuracy) of the feature combination strategy. Due to the limited capacity of the simulation system, we have only
illustrated the basic level of combining two descriptors, else more number of features (like SIFT, SURF etc) can
be added further to observe the effect of feature combination on classification accuracy. One more interesting
thing to note is that the as HOG features were added, the pixel matrix size remains constant but the size of the
feature matrix increases in huge amount, thus showing how new features affect the computation.

After having evaluated the Feature Combination, we now change certain aspects of processing to see the change
in recognition metrics. Now we study the effect of change of parameters on recognition rate. For this we have
taken three aspects. First is changing the classifiers (SVM and kNN alternatively) Second is changing the training
testing split ratio (taking testing 25%, 30% and 50%) Third is changing the number of images (image size) as
400, 1000, 2000. Although we can consider more aspects, but inclusion of the above three are intuitively relevant
to our work. The comparisons are as follows:

Fig. 9: kNN with data set 1

Accuracy=86.54 %
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Fig. 10: kNN with data set 2
Accuracy=95.00 %
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Fig. 11: SVM with data set 1
Accuracy=65.00 %

buddha . B . 13
lamp . . . 17

avg / total . . X 30
edo@edo-Inspiron-N5616:~/pyProjectss python svm2.py -d data/final/caltech3

fusr/local/lib/python2.7/dist-packages/sklearn/cross_validation.py:44: DeprecationWarning: This module was deprecated in version ©.18 in favor of
the model selection module into which all the refactored classes and functions are moved. Also note that the interface of the new CV iterators a

Fig. 12: SVM with data set 2

Accuracy=60%
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data set 1 data set 2

Fig. 13: KNN versus SVM
The above graph above depicts that KNN gives better classification accuracy than SVM
Change in training-testing split ratio.
- Here we observe how the recognition metrics change with the change in training and testing ratio.
- We have experimented on two data sets that are data set 1 and data set 2 using SVM classifier. For each

data set, we have taken 3 training testing split ratio that are a.3:1, 7:3 and 1:1
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A. dataset 1

as deprecated in versi
t the interface of the new

mody as depr d in versi
at the interface of the new

edogedo-Inspiron-N Projects$ python svm2.py -d data/final/caltech3
Jusr[local/1ib/python2.7/dist-packages/sklearn/cross_validation.py:44: DeprecationWarning: This module was deprecated in version 6.18 in favor of|
model_selection nodule into which all the refactored classes and functions are moved. Also note that the interface of the new C
¢ different from that of this module. This module will be removed
Deprecationkarning)
FO] describing inages...

[INFO] Concatenating Features.

tructing training/testing split...

ing Linear SVM classifier...
[INFO] evaluating classifier...

precision  recall fi-score support

buddha 0. 0.82
lamp 4 0.89

avg [ total 0.86 6.86

gedo-Inspiron-

'y‘usr,’loca / ! /dist-pack: K l 44: Deprecationdarning: This module was deprecated in version 8.18 in favor of|
s and functions are moved. Also note that the interface of the new C

e different fron that of this nodule. This module will be removed i

This module will be removed in 6.20.", DeprecationHarning)
[INFO] describing images...
[INFO] Concatenating Features...
[INFO] constructing training/testing split...
[INFO] training Linear SVM classifier
[INFO] evaluating classifier...

precision  recall fi-score support

buddha 93 f 6.92 30
6.92 30

0.92 .92 6.92

pyProjectss |

Fig. 15: training testing ratio change for data set 2

We have sketched the graph between datasets and precision by changing the training-testing split ratio.
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m test=25%
m test=30%
test=50%

accuracy in percentage

data set 1 data set 2

Fig.16: training testing ratio change graph
The data set 1 obtains constant accuracy at first, and then the accuracy rises. In data set 2 the accuracy rises then
drops and again rises

3. Change in input size

- Here we analyze how the recognition metrics, especially how the precision (accuracy) rate changes with
change in the number of input images.

- We have experimented this using the SVM classifier.
- We have checked this using data set 3 with varying the number of input images as follows

a. input size = 400 images

DeprecationWarning: This module was deprecated in
fac o note that the interface o
dule will be
ecationkarning)

ng split...

call fil-score  support

186
94

0.66 200

edogedo- Inspiron-N5816:~/pyProjectss [l

Fig.17: SVM for 400 images of data set 3

Accuracy =67.00 %
Processing time =44 seconds

b. input size = 1000 images
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Fig. 18: SVM for 1000 images of data set 3
Accuracy= 68.00 %
Processing time =146 seconds

c. input size = 2000 images

e |

Fig. 19: SVM for 2000 images of data set 3
Accuracy=68.00 %  Processing time=153 seconds

Here we draw graph taking into account data of various size and observing its impact upon two metrics. They are
a. accuracy/precision and b. processing time

data size vs. accuracy

® 68.2
S 68 T
]
§ 67.8 1”/‘
S 67.6 7
8 67.4 d
£ 67.2
3 67 <
5 66.8
S

400 1000 2000

data size in number(of images)

Fig. 20: data size versus accuracy

The accuracy rate increase at first but as the input number of images increases, it attempts a constant value.
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Data size vs. processing time.

200

150

100

time in seconds

50

400 1000 2000
data size in number(of images)

Fig. 21: data size versus processing time

As the number of images increases, the processing time increases. This may be because of the expansion of feature
matrix that consumes processing time.

5. Conclusion & Future Work

So we can conclude from the above results that feature combination is quite efficient in practical approach. The
addition of new features to the existing ones gradually enhance the classification accuracy. Thus such systems can
be a great help from the realistic point of view and can be utilized in day to day life. The recognition metrics
depend differently on different number of aspects, thus if we can manage such parameters wisely, we can achieve
better results by extending the application of feature combination. A lot of advanced works have been done on
feature combination like introducing the Dsets clusters, other clustering algorithms, still a lot more can be done.
The dimension of the feature matrix is a major challenge that increases with addition of features thus increasing
the processing complexity. Advanced works can be done to minimize or reduce the dimensions of the feature
matrix so as to ease the processing. The different algorithms can be modified well, optimized for better
performance. More robust feature descriptor algorithms can be developed for enhancing the accuracy of the
classification.
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