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Abstract— Translation of videos including propulsion technology videos has been one of the toughest jobs to 

do during the eLearning development process. We have tried it earlier by involving mostly manual work and 

found it to be tiresome. After the fast evolution of Machine learning and Natural language processing 

techniques, it is feasible now to do the translation involving and inculcating intelligent techniques in the 

process. We have reviewed the technologies and techniques and presenting it in this paper.  
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Introduction  

The importance of the language option in Adaptive learning is already emphasized by us in the paper [1]. This 

option of learning using the native language is being requested by several colleges, universities, and 

international clients as they see the benefits of usage of native language. But some universities may prefer 

teaching using an international standard language like English. So, while providing eLearning solutions for 

these universities, having materials in both English and Native languages will be beneficial. But translating the 

eLearning materials especially eLearning videos from English to their native language is a challenging task. 

Automating Translation is one of the hardest problems as many contextual and expressive nativity of different 

languages [2]. 

Earlier it involved the skills, time and exhaustive teamwork of human translators, voice artists, and subject 

matter experts to convert a video from English to Native languages.  This traditional process is expensive and 

time consuming. The effort needed is going to be intensified if we need translation in multiple languages. 

Recently, Machine learning based translation is a feasible solution that is being explored as the accuracy has 

improved [2]. 

In this paper, animated English videos are machine translated in to different languages used across the world 

by applying machine learning cloud services. This project was proposed by us based on the need and demand 

to convert and use the existing English videos.  

Section 2 discusses the related research work. Section 3 describes the proposed methodology while section 4 

presents the expected results. Section 5 concludes the paper suggesting an implementation considering the 

intelligent automation and production time. 
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Related Work 

Researchers have been exploring Machine Translation for many years and have found that Machine 

Translation has been more accurate after the recent evolution of the machine learning and deep learning 

techniques. Here, we are listing related works which were the base for our proposed methodology and 

inspiration for taking this research work. 

In 1799, a Danish scientist Christian Kratzentein was the first to work on translation systems. Thereafter with 

lot of research, many improvements were gradually made. Inspired by IBM founder Thomas Watson Sr, IBM 

came up with a translation system in the year 1927 itself for which the ground work started from 1920s [3]. In 

1949, during the Second World War based on the information theory and successes in code breaking, 

researcher Warren Weaver at Rockefeller Foundation proposed for machine based translations. Then many 

universities in US started research on Machine Translation [4]. In 1954, Georgetown-IBM experiment started 

which gained much media and public interested as the IBM 701 computer automatically translated 60 Russian 

sentences into English for the first time in history. Unfortunately the ALPAC report stated that machines 

cannot compete with the human translation quality and suggested to stop funding for Machine Translation 

research. But several researchers continued their study on automatic machine translations and kept the ball 

rolling. Most of these researchers concentrated on limited language pairs with limited inputs and used rule 

based engines. By the 1980s, most of machine translation engines were based on Main Frame technologies In 

1981, P.Rubin and Thomas Baer came up with an idea of an articulatory synthesizer for perpetual research [4].  

The initial effort in India regarding machine translation was tried by RMK Sinha et al at IIT Kanpur [5]. This 

effort involved human involvement as a post-production work. This was reduced to some extend by 

developing an another application called “Anusaaraka”[6].  Only Indian languages were considered in these 

applications.   

The Evolution of Machine Translation can be divided in to  

1. Rule Base Machine Translation 

2. Example Based Machine Translation 

3. Statistical Machine Translation 

4. Neural Machine Translation 

Figure 1: Evolution of Machine Translation 

 

Rule based Machine Translation and Example based Machine Translation has been already discussed so we 

will list the literature review on Statistical Machine Translation and Neural Machine Translation. 

Statistical Machine Translation 

In 1990, Brown et al proposed the use of statistical methods in Machine Translations. They proposed a 

translation process where the source text is partitioned into a set of fixed locations, then the glossary is used to 

select the set of fixed locations to create a sequence, and finally words in target fixed locations are rearranged to 
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form a target sentence. They successfully developed the statistical techniques for automatic glossary creation 

and arrangement of target word sequences but failed to provide examples for translated sentences [7]. 

Again in 1993, Brown et al described a series of five statistical models for the translation process as shown in 

the figure below 

 

 

. 

Figure 2: Process and Translation Model of Brown et al 

And gave algorithms for estimating the parameters of these models given a set of bilingual pairs of sentences. 

These models were later considered as the IBM alignment models. They defined the concept of word-by-word 

alignment between the pair of bilingual sentences. Their algorithm assigned a probability to each of these word-

by-word alignments for any given pair of sentences. Though their research was confined to smaller English and 

French translations but it was a considerable improvement to the alignment of word-by-word relationships in 

the pair of sentences [8]  

In 1996, Vogel et al described a new model for word alignment in the Statistical Machine Translation using 

first-order Hidden Markov Model as it solved the time alignment problem for speech recognition. The main 

idea behind the model was to make the word-by-word alignment probabilities depend on the alignment 

positions rather than the absolute positions. The HMM-based model produced translation probabilities on par 

with the mixture alignment model and position alignments were much smoother in HMM-based model [9]. 

Och et al described a method to determine bilingual word classes to be used in Statistical Machine Translation. 

They developed an optimization criterion based on the maximum likelihood approach and further described a 

clustering algorithm as shown in the figure below. 

 

Figure 3: Illustration of clustering algorithm by Och et al 

 The results of their experiments showed that the usage of bilingual word classes improved the statistical 

machine translations significantly [10]. 

A syntax-based statistical translation model was proposed by Yamada et. al (2001). Their model transformed a 

source-language parse tree into a target-language string by applying stochastic operations at each node. Those 

operations captured the linguistic differences such as word order and case marking. The model produced word 

alignments which were better those produced by IBM Model 5 [11]. 

A novel phrase-based translation model and decoding algorithm was proposed by Koehn et al (2003) which 

enabled them to evaluate and compare several previously proposed phrase-based translation models. They 
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designed a uniform framework to compare different other translation models. The model proposed by Koehn et 

al (2003) was based on the noisy channel model Brown et al (1993) and they used the Bayes rule to reformulate 

the translation probability for translating a foreign sentence in French into English [12]. 

Chiang et al (2005) presented a phrase-based machine translation model that used hierarchical phrases – phrases 

that contained sub phrases. They proposed the use of hierarchical phrases which consisted of both words and 

sub-phrases to address this problem. Their model was based on a weighted synchronous Context Free 

Grammar. The model built partial translations using the hierarchical phrases and then combined them serially in 

a standard phrase-based model. Instead of using the traditional noisy-channel approach, they used a more 

general log-linear model [13]. 

 Neural Machine Translation 

In 2013, a new end-to-end encoder-decoder structure for machine translation was proposed by Kalchbrenner & 

Blunsom(2013). They introduced a class of probabilistic continuous translation models called Recurrent 

Continuous Translation Models which were purely based on continuous representations for words, phrases and 

sentences and did not rely on alignments or phrasal translation units [14]. 

Sutskever et al (2014) proposed the use of Deep Neural Networks in Sequence to Sequence learning for 

Machine Translations. Their method used a multi-layered Long Short-Term Memory (LSTM) as shown in the 

figure 4 to map the input sequence to a vector of fixed dimensions, and then used another deep LSTM to decode 

the target sequence from the vector.  

 

Figure 4: Multi Layered LSTM 

Their results showed that Neural Machine Translation system having large deep LSTM with a limited 

vocabulary can outperform a standard SMT-based system [15]. 

Bahdanau et al (2014) proposed a method which allowed a model to automatically soft-search for parts of a 

source sentence that are relevant in predicting a target word, without having to form these parts as a hard 

segment explicitly. With this approach, they achieved e a translation performance comparable to the existing 

state-of-the-art phrase-based system on the task of English-to-French translation [16]. 

Luong et al (2015) proposed two effective classes of attention mechanism, a global approach which always 

attends to all source words and a local one that only looks at a subset of source words at a time. Their ensemble 

model using different attention architectures established a new state-of-the-art result in the WMT'15 English to 

German translation task with 25.9 BLEU points [17]. 

Jozefowicz et al (2016) experimented with different neural network models on different sizes of corpora, their 

experiments showed that RNNs can be trained on large amounts of data, and they outperform competing 

models including carefully tuned N-grams. Their experiments showed that a large, regularized LSTM LM, with 

projection layers and trained with an approximation to the true Softmax with importance sampling performed 

much better than N-grams [18]. 

In the Findings of First Conference on Machine Translation (WMT'16), the neural machine translation systems 

that participated in the WMT evaluation outperformed phrase-based statistical machine translation system by up 

to 3 BLEU score (Bojar et. al 2016) [19] . 

In the paper [20] Bibekananda Kundu and Sanjay Kumar Choudhury proved that a machine learning based 

approach will help in machine translation systems while using for English to Bangla conversion. 
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Mary Priya et al. [21] came up with a statistical framework for translating English documents to Malayalam. 

However the framework only considers only text documents and consumes a huge amount of memory. The 

space complexity was overcome by Remya Rajan et al in their published work [22]. While this translation 

system proposed involves Roman and Unicode files, a morphological analyzer for the Malayalam language 

was proposed by Rinju O.R et al [23]. It was inferred from their results that a rule-based approach was better 

than the probabilistic method.  Apart from the machine translation efforts done for English to Malayalam there 

are systems for each and every language like the one proposed by Keerthi Lingam et al. [24] for English to 

Telugu. This method only focuses on prepositions because of the multiple meanings for the same preposition 

in Telugu language. This method was also developed based on a rule-based approach. Text in diagrams and 

flow charts were identified and converted in this method. 

Srikar Kashya Pulipaka etal [25] used an open source applications for machine translation, text-to-speech and 

speech-to-text to convert English language video to some of Indian language audio for visually impaired 

people and reading handicapped people. Their output is only audio and here we propose to a matching video in 

multiple languages. Moreover, video with multiple voices are not considered in their work. The case of 

conversational videos is also not considered in their work. 

Most of the related work has been focused and done for text or speech based input and output. Not much 

research work has been done for the video based translation work for multiple languages across the world. So, 

we proposed to work on this area as we had a requirement internally to convert the English videos to multiple 

languages with less human involvement. 

Proposed Methodology 

There are several Machine Translation applications developed for various language but they are either 

developed for individual languages or individual multimedia elements or purposes alone. This proposed system 

is a collective tool where the users can choose the desired language and the intelligent cloud services based on 

neural translation to convert the English videos to the target language videos. The following steps are proposed 

to be followed to translate the videos 

Getting the transcript from the source video 

1. Translate the transcript in to the target language 

2. Create corresponding sub-title files 

3. Combine all those pieces to get the target video 

The following diagram illustrates the process in detail:  

 



Tuijin Jishu/Journal of Propulsion Technology 

ISSN:1001-4055 

Vol. 44 No.3 (2023) 

 
 

1881 

 

Figure 5: Suggested Automatic Translation Process 

Our proposed process begins by creating a transcription from the original video by using any of the intelligent 

cloud services and transcript is translated to get the translation. For better translation and syncing later, we need 

to do an intelligent splitting based on the context of the contents in the story board used to create the animated 

videos. Then the translated script is used by the appropriate intelligent cloud service to generate the translated 

audio. As the over dubbed videos in which the lips of the characters don’t line up with the audio, we treated 

subtitles and their audio for translations differently compared to the original transcript. We used MoviePy which 

leverages ImageMagick and FFmpeg to build key functionalities like text titles, animation, audio, and videos. 

Then, we will replace the audio from the video clip. Next, we will create the subtitles. After the subtitles are 

created, we will create an array of subtitled clips. Next, we will concatenate all of the clips in to one final clip. 

Finally. We will write the subtitled video and audio to a new video file. 

Expected Result  

Video to Video translation system for English to various languages was implemented by using neural based 

machine translation method. For evaluating the system, 50 videos from various languages were selected. Each 

of these videos was tested using the proposed methodology and the tool developed. Performance evaluation of 

the automatic machine translation system is given in the Table 1 

TABLE 1. Evaluation of Machine Translation System 

Number of Videos to be taken for 

Machine Translation including 

propulsion technology videos 

500 

Accuracy 90% 

 Experts Human Translation Experts 

 

Conclusion 

We conclude by saying that machine translation using machine learning is expected to drastically reduce the 

manual work and increase the productivity of the translation work. Based on this review paper, we decide that 

Neural based translation techniques will result in accuracy closer to human expert-based translation. 
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