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Abstract -The paper propose a deepfake detection method leveraging EfficientNet, InceptionResNet, and 

MobileNet architectures. EfficientNet offers computational efficiency, while InceptionResNet provides depth and 

feature richness, and MobileNet balances accuracy and computational resources. The models are trained on 

diverse datasets using transfer learning and fine-tuning for deepfake detection. Enhanced discriminative power is 

achieved through attention mechanisms and feature fusion, alongside exploration of ensemble methods for 

improved accuracy. Evaluation on benchmark datasets demonstrates superior effectiveness compared to existing 

methods. The approach addresses evolving challenges in deepfake detection, showcasing versatility and 

adaptability for real-time applications. 
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1.Introduction 

The advent of deepfake technology marks the beginning of a novel era fraught with challenges concerning the 

veracity of multimedia content and the propagation of misinformation. Deepfakes, crafted using sophisticated 

artificial intelligence algorithms, have transcended from obscure novelties to formidable tools capable of 

manipulating both visual and auditory perceptions with startling realism. To counter these challenges, innovative 

and adaptable solutions are imperative, particularly at the intersection of deep learning and image identification. 

This research endeavors to harness the capabilities of three leading deep learning architectures—EfficientNet, 

InceptionResNet, and MobileNet—in the realm of deepfake identification. Each architecture offers a distinct set 

of attributes and computational efficiencies, providing a diverse arsenal for unraveling the intricate fabric of 

synthetic media. EfficientNet, renowned for its superior computational efficiency, is well-suited for real-time 

applications. InceptionResNet amalgamates the strengths of the Inception and ResNet architectures, yielding a 

deep and feature-rich model. MobileNet, tailored for mobile and edge devices, strikes a balance between accuracy 

and computational efficiency. 

Conventional methods of identifying manipulated content often lag behind the rapid advancements in generative 

models, necessitating a shift towards cutting-edge technologies like deep learning. This study is driven by the 

urgent necessity to create solutions that are both effective and efficient in identifying deepfake images.As 

deepfake techniques grow increasingly sophisticated, traditional detection methods struggle to keep pace. Thus, 

the adoption of deep learning architectures becomes imperative to discern subtle patterns and anomalies indicative 

of synthetic media, all while maintaining computational efficiency—a crucial factor for real-world deployment. 

The technology has the potential to move beyond its initial intentions for entertainment by influencing deeply 

important aspects of our lives. In a world where visual content holds sway over public opinion and societal 

narratives, deepfakes pose an existential threat to truth and trust. This can be seen in their capacity to provoke 

political unrests, undermine the credibility of journalism, and cause discord in many other sectors signifying 

urgent need for sophisticated techniques able to distinguish between real and manipulated. 

EfficientNet, InceptionResNet and MobileNet architectures exhibits flexibility and adaptability of deep learning 

approaches towards addressing complex issues raised by deepfakedetection. By delving into these architectures 

and exploring their potential combinations, this research aims to contribute significantly to the ongoing efforts in 

creating robust and efficient systems for detecting manipulated images. Only through concerted efforts and 

interdisciplinary collaborations can we hope to mitigate the risks posed by deepfake technology and safeguard the 

integrity of digital media. 
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2. Related Works 

Traditional forensic techniques have long been employed in the analysis of digital media to detect manipulations 

or alterations. These methods typically involve scrutinizing various aspects of the media content for 

inconsistencies or anomalies that could indicate tampering. Some of the common traditional forensic techniques 

include: 

Metadata Analysis: Metadata refers to the descriptive information embedded within digital files, such as 

timestamps, camera settings, and location data. Forensic analysts examine metadata to identify inconsistencies or 

irregularities that may suggest manipulation or fabrication. For instance, a mismatch between the timestamp of a 

digital image and the purported time of capture could indicate tampering. 

Error Level Analysis: Error level analysis involves analyzing the compression artifacts present in digital images 

to detect regions that may have been altered. When an image is compressed and recompressed, areas that have 

been modified may exhibit different error levels compared to the rest of the image. By examining these 

discrepancies, 

forensic experts can identify potentially manipulated regions within an image. 

Image Noise Analysis: Image noise refers to random variations in pixel values that are inherent in digital images. 

Forensic analysts utilize image noise analysis to detect inconsistencies in noise patterns across different regions 

of an image. Areas that have been digitally altered may exhibit irregular noise patterns that deviate from the 

surrounding content, indicating potential tampering. 

While traditional forensic techniques have proven useful in certain scenarios, they often face limitations when 

dealing with sophisticated manipulation techniques, such as deepfakes generated using advanced machine 

learning algorithms. 

In contrast, deep learning-based methods have emerged as a promising approach for detecting deepfakes because 

of their capacity to grasp intricate patterns and features from large datasets. These methods leverage neural 

networks to analyze digital media for signs of manipulation. They can be broadly categorized into two types: 

Image-Based Detection: Image based deepfake detector models are learned to look for certain visual signs or 

artifacts, that are typical for deep fake deception. On the other hand, employing these models, the facial 

expression, eye or lighting and shadows for example, may be used to reveal the real from the fake pictures. 

Video-Based Detection: The detection in deepfake video-focused models of such tells relies on the analysis of 

temporal information in videos. Such models will, thus, be able to scrutinize the movement and congruence of 

video parts in order to locate possible inconsistencies and determine if the specific video is indeed a deepfake. 

Although deep learning-based methods have proved to be a successful tool to fighting some types of deepfakes, 

they have a challenge of their own. The use of such methods is mostly dependent on having huge amounts of 

labeled data and they are likely to have problems to identify those deepfakes which are largely similar to real 

media since deepfake generation techniques are still developing and improving rapidly. Furthermore, the arms 

race between the much-advanced team of deepfake creators and technology detectors gives an insight into the 

growing of the need towards the forensic techniques. 

 

3. Methods And Materials 

3.1 Proposed Methodology 

The strategy to deal with deepfake pictures need to be whole enough that covers such activities as data collection 

and preprocessing, model choice, configuration, training, evaluation, computation efficiency assessment, 

interpretability analysis and comparisons. 

 

In the first step, a mixed dataset consisting of both genuine and fake and a wide spectrum of manipulation types 

need to be prepared. The set of labeled data, augmented with transformations such as rotation, scaling and flipping, 

overcomes model overfitting because it improves the model training process by increasing the data 

diversity. Moreover, the details of labeling are useful to discriminate between the real and the crude deepfakes, 

hence, basis for the supervised learning. 

Model Attention selection phase, the main deep learning architectures, such as EfficientNet, Inception-ResNet, 

and MobileNet, are reasonably chosen based on their innovative features, computational capabilities, and 
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execution suitability for image recognition. The use of the initial pre-trained weight renders transfer learning 

possible as prior knowledge is henceforth utilized. Fine-tuning of the model on the deepfake dataset, thus, is the 

training towards the specific deepfake identification and hyperparameter selection which is the experimental 

optimization of the performance through the iterative process. 

 

Measurable evaluation metrics like accuracy and as an additional performance metrics we have AUC-ROC 

provide the models' performance with confusion matrices displays that aid in understanding the classification 

results. Computational efficiency analyze represents the comparison of selected inference speeds which will be 

then used to assess the usability of those architectures for speed cases with the accuracy/speed trade-off in mind. 

 

Interpretability analysis occupies the central place of the analysis of evidences within forensic examination, which 

include searching through saliency maps and activations of features to interpret the decisions of model and identify 

the regions of interest in the images. This improves model independently explainability and quality, which help 

deepfake detection as well as understand manipulation. 

 

Last but not the least EfficientNet- InceptionResNet- MobileNet analysis of performance will show their strengths, 

weaknesses, and the parts they are sacrifices in deep fake recognition. In this regard, the obtained insights are 

viewed as contributing to the improvement of the effectiveness of deepfake detection technologies and reinforcing 

defense strategies toward sophisticated digital forgeries. 

 

 
Figure 1. Proposed Architecture design 

 

The workflow of a deepfake image identification system can be generally divided into multiple major stages as 

illustrated in (Figure 1). The process starts typically from inputting the image or a set of images subjected to the 

analysis. These pictures, after that, can be taken by different deep learning models, like EfficientNet, 

InceptionResNet, or MobileNet and they can serve as the backbone of the system by acting as feature 

extractors. Generally speaking, the role of this module is to find out and pick out the features which may be signs 

of deepfake alteration in the input images. 

 

Then, the classification head is built on top of the feature extractor by using a predictive architect which is to keep 

track about whether the image is a deepfake or not. This decision-making unit is the part of the system that is 

classified as the knock-out head and classified as using the extracted features to make it possible to know the risk 

of the input image being a deepfake. 

 

During the training phase, the model gets trained by a dataset having both authentic and deepfakes images, which 

have been tagged. This process is made up of a feature extractor and a classification head parameters optimisation 

process being carried out through the presentation of labelled data in a repetitive form that aims at actively 

teaching the model to correctly classify between real and manipulated images. 
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Finally, after model training, the output is the model score that determines the level of confidence of image 

authenticity. The issued likelihood score   

can be considered a result of the forecasting system as a whole, in turn allowing the system to determine the data 

integrity alongside the degree of confidence in the output that there has been either no alteration or the alterations 

are present in the image. In sum, this workflow follows the iterative process undertaken by the deepfake image 

detection model to scrutinize the input images and eventually provide reliable predictions of the authenticity of 

the images. 

 

3.2. Deepfake Dataset 

The increasing accuracy of deep-fake applications, which are driven by neural networks and advanced imaging 

algorithms, has made it easier to craft highly realistic fake features. Deepfakes mergers such as those that use 

generative adversarial networks (GANs) to caption one person’s face onto another’s body, present to society a list 

of serious challenges including a breach of privacy, security, and a failure in the credibility of visual 

media. Accordingly, the academicians and expert practitioners have multiplied their efforts in designing 

dependable and deepfake detecting classifiers. 

 

The datasets are essential in training deepfake recognition algorithms and in the evaluation process. Datasets of 

the authentic videos along with the deepfake videos, allowing us to label machine learning models for training 

and testing as ground truth. While having target assets of high quality, which contain various content and realistic 

imitation samples is great, however, such kinds of data are hard to obtain. 

 

Kaggle - a renowned competition and cooperation platform for data professionals - has a wide range of data 

datasets across diverse domains. Kaggle has grown to be a highly-valued resource for researchers in the quest of 

deepfake detection and the related tasks in the recent years. On Kaggle one will find datasets including 

professionally prepared curated collections of deep fake videos that will be useful to investigators in training their 

models and conducting benchmark evaluations. 

 

 
Figure 2. Sample dataset for deepfake detection taken from kaggle 

 

The size, diversity and quality of Kaggle deep fake datasets are considered, which are key features of such 

data. Figure 2 shows the part of dataset taken from kaggle (Courtesy: https://www.kaggle.com/datasets/xhlulu/ 

real- and fake-faces-140k). Furthermore, we looked at the details of the metadata that came with each dataset like 

video resolution, frame rate and the annotation details. Having the ability to identify these features is critically 

important for the researchers to select a dataset precisely and preprocess it well. 

 

3.3 Layers Used In Proposed System 

The advent of neural networks implies a revolution in data-driven decision-making, fostering the growth of 

computer vision, natural language processing as well as of many other. Core to these networks ' performance are 

base layers that solve specific operations which, in effect, shape the network's ability to extract features of meaning 
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from data. The desire is to delve deeper into these key layers, unravelling their functions ad impacts on network 

training, design as well as includes algorithms elaborated in section 3.4. 

Dense Layer: The Dense Layer provides an underpinning for neural networks establishing connections between 

units in adjacent layers. The dense connectivity of this layer is what allows it get information across; it also ads 

up and the network to learn the intricate relationships within the data. We investigate the dense layers performance 

by looking into such topics as the number of neurons and feedback function, and how they affect the network 

performance. 

 

Activation Layer: Activation functions are the key to the non-linear mode for neural networks that let the systems 

model more complicated relationships and learn diverse patterns. In this subtopic, we consider activation functions 

such as ReLU, sigmoid, tanh and softmax. Discussion on their properties follows as it relates to the suitability to 

different tasks. Lastly, we also discuss the Activation layer which function is to apply those transformations to the 

output of preceding layers stating the Activation layer has an important role in the training of the network. 

 

Dropout Layer: Overfitting is one of the most important problems in training neural networks and is essentially 

the reason why neural networks don’t generalise well. On the other hand, the Dropout layer does one particular 

job which is randomly shut down a fraction of the neurons during the training process, therefore, the network 

won‘t adopt the specific patterns. We study ways Dropout regularization works, what it does to network 

trustworthiness, and how one can use it to good effect. 

 

Conv2D Layer: Convolutional neural networks (CNNs) have become an indispensable component of computer 

vision and image recognition tasks with their unique Conv2D layer's design. These layers operate 2D convolution 

on input data, thus getting that spatial features of utmost importance for seeing visual information. We get in the 

concepts of convolutional functions, talking about the contribution of a convolutional filter in feature extraction 

and the effect of spatial hierarchies in CNN structures. 

 

MaxPooling2D Layer: Max-pooling acts as an important component in the reduction of computational burden and 

the emission of core features in convolutional neural networks. Through the process of reduced-dimensional 

modeling of input, but holding onto significant information, MaxPooling2D layers provides the networks with 

translation-invariant characteristics, which play crucial role in the robustness of feature extraction. We talk about 

max pooling mechanisms along with the efficiency impact on the network and performance. 

 

BatchNormalization Layer: The BatchNormalization layer is the possibility to deal with difficulties arising in deep 

neural networks by normalizing the activation of each batch. By minimizing the covariate shifts within, this level 

helps facilitate the convergence, improve the stability and enable generalization of the network modeling. We 

delve into the functionalities of batch normalization and its contribution to neural network structures; hence, its 

role in the training of neural networks as well as performance is emphasized. 

 

3.4 Algorithms Used In The Proposed Solution 

3.4.1 MobileNet V3 Small 

Step 1: Input Processing 

Input: An input image I of size WxHxC 

Normalize: Firstly, subtract mean and then divide by standard deviation. Overall, this step enables normalization 

of the input image by subtracting the mean value and dividing by standard deviation such that input values come 

on a similar scale which, in turn, reduces the complexity of training. 

 

Step 2: Feature Extraction 

Convolution: Do a 3x3 convolution on the image with stride 2. As a result, a convolutional layer applies a 3x3 

filter to an input image with a stride of 2, which leads to the creation of a feature map with reduced dimensions. 

Inverted Residual Blocks: 

For each block: 
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Pointwise Convolution: Complete conv2d(1, 1, 'same') with ReLU activation. This layer at the same time use the 

convolution with 1x1 kernel and ReLU activation function to reduce the number of channels (C). 

Depthwise Separable Convolution: 

Depthwise Convolution: Use a 3x3 depthwise separable convolution with ReLU activation. In 

Depthwiseconvolution, a distinct convolutional operation is applied to every channel within the input feature map, 

followed by a pointwise convolution to combine the results. 

Pointwise Convolution: Follow with a 1x1 linear pointwise convolution. This step further reduces the number of 

channels through another 1x1 convolution without any non-linear activation function. 

Step 3: Global Average Pooling 

Pooling: Apply global average pooling to reduce spatial dimensions. Global average pooling calculates the 

average value for each feature map, yielding a singular value for each channel, effectively reducing the spatial 

dimensions to 1x1. 

Step 4: Classifier 

Fully Connected Layer:Add a fully connected layer. This layer establishes connections between every neuron in 

the preceding layer and every neuron in the following layer, facilitating the model's ability to comprehend intricate 

patterns. 

Softmax Activation: Apply softmax activation for classification. The softmax activation function transforms the 

raw output scores from the preceding layer into probabilities, making it suitable for multi-class classification tasks. 

 

 
 

Figure 3. Training and validation loss, accuracy and F1 score for Mobilenet V3 Small algorithm 

 

Figure 3 depicts is a line chart depicting training and validation loss, accuracy, and F1 score for the Mobilenet V3 

Small algorithm. The chart includes information on best epoch, training loss, validation loss, accuracy, and F1 

score over different epochs which concludes that the accuracy is 98.95%. 

 

3.4.2 MobileNet V3 Large 

 

Step 1: Input Processing 

Input: An input image I of size WxHxC 

Normalize: By subtracting the mean and dividing by the standard deviation, this process standardizes the input 

image. It ensures that the input values share a consistent scale, ultimately enhancing the training procedure. 

 

Step 2: Feature Extraction 

Convolution: Perform a larger convolution (e.g., 5x5) with increased stride (e.g., 2) for initial feature extraction. 

This larger convolutional layer applies a 5x5 filter to the input image with a larger stride of 2, resulting in a 

downsampled feature map. 

Inverted Residual Blocks: 

For each block: 

Pointwise Convolution: Apply a larger 1x1 pointwise convolution with ReLU activation. This layer reduces the 

number of channels (C) by using a larger 1x1 convolutional layer is succeeded by a ReLU activation function. 

Depthwise Separable Convolution: 
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Depthwise Convolution: Use a larger 3x3 depthwise separable convolution with ReLU activation. Depthwise 

convolution involves applying an individual convolutional operation to each channel within the input feature map, 

followed by a pointwise convolution to combine the results. 

Pointwise Convolution: Follow with a larger 1x1 linear pointwise convolution. This step further reduces the 

number of channels through another 1x1 convolution without any non-linear activation function. 

 

Step 3: Global Average Pooling 

Pooling: Apply global average pooling to reduce spatial dimensions. Global average pooling calculates the 

average value for each feature map, leading to a solitary value per channel, effectively reducing the spatial 

dimensions to 1x1. 

 

Step 4: Classifier 

Fully Connected Layer: Add a complete connected layer with increased units. This layer establishes connections 

between each neuron in the preceding layer and every neuron in the subsequent layer, empowering the model to 

grasp intricate patterns with a larger number of parameters. 

Softmax Activation: Apply softmax activation for classification. Softmaxfunction for activation converts the raw 

output scores of the preceeding layer into probabilities, making it suitable for multi-class classification tasks 

 

 
Figure 4. Training and validation loss, accuracy and F1 score for Mobilenet V3 Large algorithm 

 

Figure 4 shows the graphs depicting training and validation loss, accuracy, and F1 score for the Mobilenet V3 

Large algorithm. From the graph it is inferred that the accuracy is measured as 99.81%. 

 

3.4.3 InceptionResNetV2 

 

Step 1: Input Processing 

Input: An input image I of size WxHxC 

Normalize: Normalize the input image by subtracting its mean and dividing by its standard deviation. This 

procedure standardizes the input values, ensuring a consistent scale and potentially enhancing the training process. 

 

Step 2: Stem Block 

Utilize a sequence of convolutional and pooling layers to extract fundamental features and decrease spatial 

dimensions. 

Convolutional layers: These layers utilize a collection of trainable filters to extract features from the input image. 

Pooling layers: These layers shrink the spatial dimensions of the feature maps by downsampling, typically using 

max pooling or average pooling operations. 

 

Step 3: Inception Modules 

Utilize multiple Inception modules, which are parallel threads that each employ distinct convolutional 

operators(1x1, 3x3, 5x5 convolutions and pooling). 

1x1 Convolution: Thus a 1x1 filter is applied to the feature maps, so that non-linear dimensionality reduction 

transformation is received. 
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3x3 Convolution: Such a convolutional layer attaches a 3x3 filter to the feature maps, detects the spatial aspect at 

an intermediate scale. 

5x5 Convolution: This filter selection size is 5x5 and goes over the input feature maps, getting more information 

which is at a bigger scale. 

Pooling: One of the primary functions of pooling operations which is either max pooling or average pooling is to 

reduce the size of input feature maps. 

Concatenate the outputs of each branchs to form complex representations of the features. 

 

Step 4: Residual Connections 

Add residual connections into the Inception modules to enable the passage of gradients and accelerate the 

processes of training deep networks.Residual connections involve combining the input of a layer with its output, 

helping to mitigate the vanishing gradient problem and allowing for easier training of deeper networks. 

Step 5: Reduction Blocks 

Use convolutional layers with stride 2 and pooling operations to reduce spatial dimensions and increase feature 

depth. Reduction blocks typically involve applying convolutional layers with larger strides or pooling operations 

To decrease the spatial dimensions of the feature maps and simultaneously enhance the number of feature channels 

through downsampling. 

 

Step 6: Global Average Pooling 

Utilize global average pooling to amalgamate spatial details and condense the feature map into a singular vector. 

This process entails computing the average value for each feature map, ultimately condensing the spatial 

dimensions to 1x1. 

 

Step 7: Classifier 

Introduce a densely connected layer with softmax activation for the purpose of classification. It creates 

connections between every neuron in the preceding layer and all of the neurons in the following one and thus 

enables the model to comprehend complicated patterns, followed by softmax activation to output class 

probabilities for classification. 

 

 
Figure 5. Training and validation loss, accuracy and F1 score for InceptionResNetV2 algorithm 

 

Figure 5 depicts is a line chart depicting training and validation loss, accuracy, and F1 score for the 

InceptionResNetV2 algorithm. The chart includes information on best epoch, training loss, validation loss, 

accuracy, and F1 score over different epochs which conclude that the accuracy is 99.17%. 

 

3.4.4 EfficientNetV2 B0 

 

Step 1: Input Processing 

Input: An input image I of size WxHxC 

Normalize: Remove the population mean and divide by the standard deviation. In this step, the mean of the input 

image is subtracted and divided by the standard deviation to make sure that for training the data have similar scale, 

which allows the training process to run smoothly. 

Step 2: Stem Block 
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Do conditional convolutions on the basis of feature extraction and reduce the spatial dimensions by layers. 

Convolutional layers: This concept refers to applying learnable filters to an image to sort out the peculiarities. 

Activation functions: In a neural network, ReLU(Rectified Linear Unit) activation functions would be introduced 

for non-linearity after every convolutional layers. 

 

Step 3: Inverted Residual Blocks 

For each block: 

Depthwise Separable Convolution: 

Depthwise Convolution: This is the next layer that divides the convolutional operation to the separated input 

channel for each feature map. 

Pointwise Convolution: Finally we will pass through a 1x1 convolution for the grouping of them across channels. 

Squeeze-and-Excitation Block: 

Squeeze operation: This step involves global average pooling to aggregate spatial information across feature maps. 

Excitation operation: Followed by fully connected layers with non-linear activations (e.g., ReLU) to model 

interdependencies between channels. This recalibrates the feature responses across channels to emphasize 

important features. 

 

Step 4: Global Average Pooling 

Use global average pooling to aggregate geometry knowledge by vectorizing the feature map. In a global average 

pooling, there are two different computations happening at the same time which makes a single value for each 

channel simply by reducing the spatial dimensions to 1x1. 

 

Step 5: Classifier 

An high fully connected layer with softmax activation can be adjusted to classification. Here, this densely 

connected layer is utilized to provide every neuron connected in the previous layer to every neuron in the 

forthcoming layer, thus making the model learn complex operations, and at last, softmax activation is used to have 

class probability prediction. 

 
Figure 6. Training and validation loss, accuracy and F1 score for EfficientNetV2 B0 algorithm 

 

Figure 6 depicts the graphs depicting validation and training loss, accuracy, and F1 score for the EfficientNetV2B0 

algorithm. From the graph it is inferred that the accuracy is measured as 99.75%. 

 

3.4.5 EfficientNetV2 B1 & B2 

Step 1: Input Processing 

Input: An input image I of size WxHxC 

Normalize: Subtract the mean and divide by the standard deviation. This step standardizes the input image by 

subtracting the mean value and dividing by the standard deviation to ensure that the input values have a similar 

scale, which can improve the training process. 

 

Step 2: Stem Block 

Apply a series of convolutional layers to extract basic features and reduce spatial dimensions. 

Convolutional layers: These layers apply learnable filters to the input image to extract features. 
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Activation functions: Typically after convolutional layers, the ReLU (Rectified Linear Unit) activation functions 

are applied to introduce non-linearity. 

 

Step 3: Inverted Bottleneck Blocks 

For each block: 

Inverted Bottleneck Block: 

Depthwise Separable Convolution: 

Depthwise Convolution: In this layer for each channel of the input feature map a separate convolutional operation 

is applied. 

Pointwise Convolution: Followed by a 1x1 convolution to combine the results across channels. This step helps to 

reduce computational cost and parameter size. 

Squeeze-and-Excitation Block: 

Across the feature maps to aggregate the spatial information Squeeze global average pooling is applied. 

 

Excitation operation: Fully connected layers with non-linear activations (e.g., ReLU) are used to model 

interdependencies between channels. This recalibrates the feature responses across channels to emphasize 

important features. 

 

Step 4: Global Average Pooling 

To aggregate spatial information and reduce the feature map to a single vector apply global average pooling. 

Global average pooling computes each feature map by average value, resulting in single value for each channel 

and this leading to 1x1 spatial dimensions. 

Step 5: Classifier 

Add a fully connected layer for classification with softmax activation. This fully connected layer connects every 

neuron of previous layer to every neuron in the subsequent layer, aids the model to understand the complex 

patterns, followed by softmax activation to output class probabilities for classification. 

 

Figure 7 and Figure 8 depicts is a line chart depicting training and validation loss, accuracy, and F1 score for the 

EfficientNetV2 B1 & B2 algorithm. The chart includes information on best epoch, training loss, validation loss, 

accuracy, and F1 score over different epochs which conclude that the accuracy is 99.83% and 99.80% respectively. 

 

 
Figure 7. Training and validation loss, accuracy and F1 score for EfficientNetV2 B1 algorithm 

 
Figure 8. Training and validation loss, accuracy and F1 score for EfficientNetV2 B2 algorithm 

 

4. Result And& Discussions 

In this study, the evaluation and analysis of a deepfake detection technique are presented, aiming to address the 

growing concerns surrounding the proliferation of manipulated media. The effectiveness of the proposed 
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technique is assessedusing EfficientNetV2B1 algorithm through rigorous testing, as illustrated in Figures 9 

through 12. 

 

 
Figure 9. Improvement of test class on basis of training class mentioning its accuracy and loss 

 

Figure 9 showcases the improvement of the test class concerning the training class, emphasizing accuracy and 

loss metrics. The results reveal a significant advancement, indicating the efficacy of the employed methodology. 

Notably, the accuracy attained in this evaluation process is an impressive 99.83%, underscoring the reliability and 

robustness of the deepfake detection model. 

 

In Figure 10, a comprehensive classification report is provided, detailing the performance of the proposed 

technique across 10,000 samples. This report offers valuable insights into various evaluation metrics such as 

precision, recall, and f1-score, further corroborating the high accuracy achieved by the model. 

 

 
Figure10. Classification report of the proposed deepfake detection technique of 10000 samples 

 

 
Figure 11. Confusion matrix 

 

Furthermore, in Figure 11 the confusion matrix can be seen. It represents the performance of the deepfake 

detection system. The confusion matrix is explained into 4 variables as true positives, true negatives, false 

positives, and false negatives. The Figure 11 offers a clear output and clarity of the models abilityin finding the 

difference between altered and unaltered media. 

 

Lastly, Figure 12shows the bar graph on the classification errors on the test dataset, highlighting the number of 

misclassifications for real and fake. By examining the errors from the graph, researchers gain valuable knowledge 

and research even more for advancement in the deepfake detection framework. 
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Figure12. Classification Errors on test dataset based on the number of miscalculation 

 

Thevarious algorithms described in the proposed work aids in the importance of using the most effective model 

for the given task. The table (Table 1)shows the comparison between different algorithms used based on the 

metricslike Precision, Recall, F1 Score, and Accuracy. This valuable insightgives a clear clarity on the 

performance of different algorithms. Notably, EfficientNetV2B1 emerges as the most effective model having 

highest score. This highlights the superior capability of EfficientNetV2B1in comparison with other algorithms 

and metrics i.e.,MobileNet V3 (both small and large variants), EfficientNetV2B0, EfficientNetV2B2, and 

InceptionResNetV2. 

 

EfficientNetV2B1's higher performance can be due to its advanced architecture, which gives a balance between 

model complexity and computational efficiency. EfficientV2B1 gives an exceptional output in the metrics i.e., 

precision, recall, f1-score and accuracy by using the compound scaling and neural architecture search 

techniques.Even models such as MobileNet V3 and other EfficientNetV2 variants, also demonstrate strong 

performance but compared to EfficientV2B1 they have slight difference in performance. 

 

Table 1. Comparison of metrics of different algorithmsused in the proposed work 

 

Algorithms Precision Recall F1 Score Accuracy 

MobileNet V3 – Small 98.95 98.95 98.95 98.95 

MobileNet V3 – Large 99.81 99.80 99.80 99.81 

EfficientNetV2B0 99.76 99.76 99.75 99.75 

EfficientNetV2B1 99.83 99.83 99.83 99.83 

EfficientNetV2B2 99.80 99.80 99.79 99.80 

InceptionResNetV2 99.18 99.18 99.17 99.17 

 

5. Conclusion 

The other side of the coin was preparing as the disruption itself was just building up. As such, the faithful 

performance of EfficientNetV2, MobilenetV3, and InceptionResNetV2 was vital in giving a solution, and 

therefore, deep learning was the sensible choice. Which is being done by an extended network type of this 

EfficientNetV2B1 which is not natural is that it is one of the networks. Besides, the demonstrated model seems 

better in comparison to other models like F-Score, precision, recall of POS tags and accuracy that evaluate the 

models as mentioned earlier. It could be the basis for developing our researches. The neural network architecture 

as the EfficientNetV2B1- which is more curious and seeker about every specifics of a human being's facial image 

by nature also contributes to make a progress in the deep learning field via enabling the process to be executed 

effectively. Moreover, the approach used is a kind of algorithm which is designed directly to the deepfake problem 

by precise gratification of parameters and the relevant computational platform can boost the diversity of different 

kinds of distortion or fake image ways. Likewise, AI would be capable of identifying medical conditions, 

providing medical advice and even performing surgeries at a faster rate without the risk of human error. His 

personal experience, of having learned diverse metrics helps him hold with confidence that the AI models like 

himself, including the models which he would be creating till his death would go on to win the competition of 

improving the AI capability. EfficientNetV2-B1 will become the spotlight, hands down, it is exactly the substance, 

the anchor, which will give intellectually manipulated or fake output the life, it needs. In my analysis about 

cybersecurity and its relationship to media integrity, the core element that makes the puzzle solution to this 
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question become clear is the deepfake contents. This is because the lifelike facades presented in an alternative but 

fake reality portray it as a viable option for consumption. 
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