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Abstract: Quality of Service standards have been upheld by the researchers using several methods. Major thing 

in the cloud traffic is the job scheduling, which is disrupted due to the increased service delay brought on by the 

heavy traffic. This results in an imbalanced strain on the fog environment and degrade the network performance. 

The suggested approach makes use of a novel model which deals with the distribution of the requests by the fog 

nodes i.e., load, and do the task scheduling on the cloud-based servers. In the work, authors have gone through 

the various existing algorithms and the implemented models for the task scheduling, and how the task 

scheduling is impactful in the load balancing of the fog nodes requests. The proposed system is a novel optimal 

load balancing method in the cloud which inspired from the various existing optimization techniques. The 

proposed work is compared with the existing models, and performed better in terms of Delay analysis, and the 

load balancing parameters like average waiting time, task carrying time and average task completion time. 
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1. Introduction 

Load balancing is a critical aspect of resource management in fog computing since it ensures the efficient 

distribution of resources among numerous jobs and applications. Fog computing, a subset of cloud computing, 

has emerged as a solution to address the increasing need for real-time data processing and low latency services. 

It operates at the network's edge to meet these demands. Fog computing facilitates the localization of data 

processing and storage near end devices, hence mitigating latency and yielding a system that is characterised by 

enhanced efficiency and responsiveness. Considering the increasing prevalence of interconnected devices and 

applications, the efficient allocation and utilisation of resources play a crucial role in maintaining a high level of 

Quality of Service (QoS) within fog computing settings.  

1.1 Layout 

The typical load balancing strategies have challenges in managing the dynamic and heterogeneous nature of fog 

computing systems [1]. The assurance of Quality of Service (QoS) in fog computing systems is greatly impeded 

by this limitation. Over the course of the last twenty years, a significant number of researchers have been 

actively involved in the topic of fog computing [2][3]. There exists a vast array of scholarly publications that 

aim to improve performance and investigate the functioning of the fog computing environment. However, there 

is a requirement for enhancement in the field to elevate the standards of Quality of Service (QoS). The study 

contributes valuable insights into various algorithms and models, including a comprehensive examination of the 

suggested method and technique aimed at enhancing adaptability in fog environments. 
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1.2 Challenges 

Ensuring QoS in fog computing situations is a big concern because of the dynamic and varied nature of the 

system. An growth in connected devices and apps is straining the scarce resources at the network's edge, which 

could lead to a worsening in QoS. Fog computing settings are not well suited for traditional load balancing 

strategies. These algorithms frequently employ predefined criteria and fail to account for real-time changes in 

resource utilisation and application needs. Reduced QoS and inefficient resource allocation are the results of 

this. 

According to the authors, the issue they are trying to solve in their research article is the dearth of a load 

balancing method that is efficient and flexible and can increase QoS in fog computing environments. To 

efficiently balance resources among multiple tasks & applications in real-time while considering the changing 

resource utilisation and application requirements, the authors intend to offer a new method. The following are 

some of the obstacles the authors have encountered when trying to implement load-balancing in fog computing 

environments: 

Fog computing systems are made up of a variety of heterogeneous resources, all of which have different 

capabilities & resource limitations. 

i. Workload variations: In fog computing settings, the workload might change quickly, making it 

challenging to decide on the best resource allocation in the moment.[5] 

ii. Fog computing settings are characterised by low bandwidth, which can influence the effectiveness of 

the load-balancing algorithms and the system's overall QoS.[6-7] 

iii. Requirements for latency: Low latency services, which fog computing systems are designed to enable, 

necessitate quick and effective methods for load balancing to keep everything running smoothly are assigned 

and used to their full potential. [8-10] 

The authors aimed to work on the above-mentioned points to derive the hybrid novel approach in fog 

environment. 

2. Literature Review 

The major areas and the existing models in a fog environment are covered in this section.  

2.1 Fog Computing Challenges 

Due to the development of IoT and the rising need for real-time data processing, fog computing has seen a 

considerable increase in interest in recent years. It is viewed as a viable option for a variety of IoT applications, 

such as driverless vehicles, smart cities, and industrial automation [9]. Fog computing research is primarily 

concerned with solving problems related to resource management, security, scalability, and interoperability [10]. 

Despite the potential benefits of fog computing, there are still several issues that need to be resolved before it 

can be a real alternative to traditional cloud computing. The following are the main difficulties with fog 

computing: 

i. Heterogeneity of edge devices and gateways: It can be challenging to create apps and services that 

work on all edge devices and gateways due to the heterogeneity of these devices' hardware and software 

capabilities. Additionally, the processing speed, memory, and storage of edge devices may be constrained, 

which may impair their ability to carry out complicated computational activities. Effective deployment and 

management of fog computing applications and services is difficult due to these constraints [11]. 

ii. It might be challenging to create apps and services that work on all edge devices and gateways due to 

the different hardware and software capabilities of these devices. Additionally, the processing speed, memory, 

and storage of edge devices may be constrained, which may impair their ability to carry out complicated 

computational activities. Effective deployment and management of fog computing applications and services is 

difficult due to these constraints [11]. 
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iii. Security: Since they are frequently installed in open, unprotected environments, edge devices and 

gateways might be exposed to assaults. It is crucial to protect data integrity in fog computing because hostile 

actors may intercept data sent between edge devices and gateways [11][12]. 

iv. Scalability: It becomes more challenging to manage and coordinate the actions of an increasing number 

of edge devices and gateways, which can lead to lower fog environment performance and reliability. It is also 

challenging to maintain the scalability of fog computing due to its dynamic nature, where devices can appear 

and disappear as needed [11][13]. 

v. Lack of standardization: The lack of recognised standards for fog computing design makes it 

challenging for different fog computing implementations to work together. The requirement to create different 

implementations for various devices and platforms may result in additional costs for developers and 

organisations. [11]. 

 

With all the difficulties in a foggy environment, load balancing is currently a major concern.  

 

2.2 QoS in Fog Computing 

Quality of Service (QoS) in fog computing is determined by various considerations [20], including: 

i. Bandwidth: The rate at which data is transmitted over a given period. 

ii. Reliability: A measure of how likely it is that data will be delivered without errors. 

iii. Security: The steps taken to guard against unauthorised access, modification, and theft of data and 

systems. 

iv. Scalability: It refers to a system's capacity to accommodate rising service and resource demands. 

v. Cost: The financial and material expenses incurred in delivering and sustaining a service. 

vi. Energy Efficiency: It is the capacity of a technique to save energy although still delivering the desired 

results. 

Various QoS-related difficulties in fog computing, such as bandwidth restrictions, resource limitations, and 

latency requirements, were surveyed by S. Li et al. [35], who also offered an overview of current solutions. 

Traffic control, resource allocation, and scheduling are just a few of the QoS metrics and methods used in fog 

computing. The paper gave a thorough summary of the most recent studies in this area and highlighted how fog 

computing could improve QoS. Authors discussed QoS optimisation for mobile fog computing systems in 

another research work [36]. In order to provide effective and scalable QoS optimisation, the authors suggest a 

novel mobile fog computing architecture that combines cloud computing, edge computing, and mobile 

computing. The authors talked about the many difficulties with QoS optimisation in mobile fog computing 

systems, such as low bandwidth and processing resources, as well as excessive latency and energy consumption. 

They suggested a system that balances resource limitations and QoS requirements using dynamic resource 

allocation and job offloading. Figure 1 depicts the fog architecture's top view layout. 
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Fig 1. Fog Computing Architecture [36] 

A deep reinforcement learning technique is employed in a proposed model for resource allocation in an Internet 

of Things (IoT) and fog computing environment, considering the Quality of Service (QoS) [37] [39]. The 

authors want to tackle the challenge of achieving a harmonious equilibrium between resource utilisation and 

quality of service (QoS) fulfilment inside the IoT-fog computing ecosystem. To attain an equilibrium between 

the utilisation of resources and the satisfaction of Quality of Service (QoS), the proposed methodology utilises 

deep reinforcement learning algorithms to dynamically allocate resources and determine resource allocation 

decisions. The results indicate that the proposed technique exhibits superior performance in terms of resource 

utilisation and satisfaction with quality of service (QoS) compared to conventional methods. Table 1 presents an 

overview of the examined articles, taking into consideration the working approach as well as the advantages and 

disadvantages of the models mentioned. 
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Table 1: Literature Work 

 

To ensure that certain QoS standards are met, load balancing might give particular types of data priority and 

extra resources. The application's unique requirements as well as the system architecture influence the choice of 

load balancing technique. 

2.3 Load balancing difficulties with fog computing 

There are several obstacles associated with load balancing in fog computing:[22][23] 

1. Heterogeneity: The resources and capacities of fog nodes may vary, making it challenging to distribute 

the task equally. 

2. Dynamic Environment: It might be challenging to maintain an effective load balancing technique since 

the quantity and the fog's topology, including the locations of its devices and nodes, can shift rapidly. 

3. Resource Constraints: Fog nodes' limited processing capabilities may result from their limited resource 

availability, making it difficult to properly distribute the workload among them. 

4. Real-time Requirements: It is challenging to balance the workload in a way that meets real-time 

requirements for some fog computing applications since these needs must be met. 

5. Security Concerns: Algorithms for load balancing could be attacked, hence caution must be exercised 

to prevent the introduction of security flaws. 

To address the dynamic and resource-constrained characteristics of the fog environment, load balancing 

techniques in fog computing must be carefully designed and optimised. In order to make sure that the resources 

that are available are used effectively, this may need the usage of adaptive algorithms that can adapt to changing 

circumstances. Fog computing research is geared on solving problems with resource management, security, 

scalability, and interoperability. Load balancing is the element that affects all the parameters in addition to the 

ones mentioned.  

2.5. Load Balancing in Fog Computing 

The evaluation of various load balancing techniques for fog computing often entails comparing them using a 

variety of measures. The following are some of the popular load balancing methods [24]: 
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i. Static algorithms: In contexts involving fog computing, these methods disperse the workload by making use 

of previously defined rules or regulations. In the work, instead rely on pre-defined factors to determine how the 

workload should be allocated; the parameters include resource utilisation and network congestion.[24] The 

examples of frequent static-algorithms for fog computing are Round Robin [25], Least Connected [26], and 

Weighted Round Robin [27]. 

ii. Dynamic algorithms: In systems that utilise fog computing, these methods disperse the workload by making 

use of real-time information, such as the utilisation of resources and the congestion of networks. These methods 

may be more complicated and expensive to compute, but they are more efficient in terms of ensuring quality of 

service [24]. The common dynamic algorithms are Threshold-based [28], Prediction-based [29] and Game-

theoretic [30] [38]. 

iii. Hybrid algorithms: These algorithms strike a good mix between the ease of use and efficacy of static and 

dynamic algorithms. Hybrid algorithms are developed to overcome the drawbacks of both classical and modern 

approaches. By fusing the straightforwardness and efficacy of static algorithms with the data-driven decision 

making of dynamic algorithms in real time, these algorithms hope to deliver excellent QoS [24]. Fog computing 

frequently makes use of hybrid algorithms, such as Hybrid Round Robin [31], Hybrid Threshold-based [32] and 

Hybrid Prediction-based [33].  

QoS in fog computing environments can be improved with the help of hybrid algorithms, which combine the 

best features of static algorithms (which are easy to implement and maintain) and dynamic algorithms (which 

make decisions in real time based on data collected in the field). These algorithms attempt to deliver the best 

possible quality of service by minimising the drawbacks of static and dynamic approaches. Each algorithm has 

its own set of advantages and disadvantages, depending on what is needed in the fog computing setting. Static 

algorithms, for instance, are straightforward and effective but may not necessarily guarantee excellent quality of 

service. However, dynamic algorithms may be more complicated and computationally expensive, but they are 

more effective in guaranteeing QoS. While hybrid algorithms strike a happy medium between the two, they may 

still have practical limitations when it comes to dealing with complicated and ever-changing workloads. 

3. Proposed Methodology 

Following a thorough examination of the available literature, work on the hybrid algorithm with a focus on load-

balancing parameters has been undertaken, with the desired effect of raising all QoS metrics. This proposed 

model's parameters were chosen with Table1's discussion and comparison of existing models in mind; the delay, 

a common drawback to many existing algorithms, was the primary focus.  

3.1 System Model 

The components of the suggested system model, to work on the fog environment is shown in the figure 2.  

 

Fig 2. System Model components 

Whereas the hybrid Prediction-based model in fog computing environment has a different flavor. The working 

modules are depicted in figure 3, and discussed as follows. 
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Fig 3. System Model components 

3.1.1 Resource Management Unit (RMU): This part is responsible for overseeing the fog computing 

environment's available resources. The RMU records information about how and when resources are used, as 

well as how busy networks are. 

3.1.2 Task Management Unit (TMU): This part oversees the tasks that must be carried out in the fog computing 

setting. Information about job needs, such as processing speed and data transfer capacity, is gathered by the 

TMU and sent on to the RMU. 

3.1.3 Load Balancing Unit (LBU): The information from the RMU and TMU is sent to the Load Balancing 

Unit, which oversees assigning tasks. Based on the current state of the system and projected values, the LBU 

allocates work using the optimal set of available resources. 

3.1.4  Prediction Unit (PU): Based on data from the RMU, this part predicts how resources will be used and 

how congested the network will be in the future. The LBU bases its decisions on predictions of resource 

utilisation and network congestion made by the PU. 

3.1.5  Monitoring Unit (MU): This part keeps the prediction models up to date by keeping tabs on resource 

utilisation and network congestion. The MU reports network congestion and details on resource utilisation to the 

PU. 

Together, the above mentioned parts of the system, analyse and estimate the performance parameters to 

determine which resources are most suited to carry out each activity.  

3.2 Hybrid Novel Approach 

In fog environment the Adaptive Algorithms are the need of an hour, which dynamically allocate the resource 

requests and boost the quality-of-service parameters. The algorithm keeps a close eye on the state of the system 

and uses both current data and forecasts to delegate work effectively. This method offers a scalable and 

adaptable way to enhancing quality of service in fog computing settings. The approach proposes the two main 

components: 

i. Monitoring Resource Utilization & Network Congestion: The algorithm keeps constant tabs on how the fog 

computing environment is using its resources and how congested the networks are. The Prediction Unit (PU) 

receives data on resource utilisation and network congestion from the Monitoring Unit (MU), which performs 

the monitoring process. 

ii. Updating Prediction Models: The PU then applies the new information to its prediction models, improving 

its ability to foretell resource consumption and network congestion in the future. The Load Balancing Unit 

(LBU) uses the modernised prediction models to allocate work effectively. 



Tuijin Jishu/Journal of Propulsion Technology 

ISSN: 1001-4055 

Vol. 45 No.1 (2024) 

_________________________________________________________________________ 

4259 

 
 

Fig 4. Modules of the Hybrid Novel Approach 

When it comes to ensuring top Quality of Service (QoS) in a fog computing setting, the following phase of the 

Adaptive Load Balancing Algorithm, "Load Balancing," is essential. To strike a good balance between resource 

utilisation and network congestion, the algorithm now modifies the allocation of those resources. The 

programme considers both current and future data to distribute tasks to the best suitable resources.  

Following are the methods to perform load balancing: 

• Dynamic Resource Allocation: The algorithm makes real-time changes to the allocation of resources in 

response to the current state of the system and the results of the prediction models. The programme may reroute 

the job to a less crowded resource if network activity is heavy. 

• Predictive Resource Allocation: The algorithm considers past data in order to foresee potential future 

outcomes, and then allocates resources accordingly. The programme considers task necessities such CPU time 

and data transfer rate. 

• Real-time Monitoring: The system keeps tabs on things like server load and data transfer rates in order 

to fine-tune its forecasting abilities. The algorithm is able to adapt to changing conditions in the system and 

strike a good balance between resource utilisation and network congestion thanks to this constant monitoring. 

To strike a good equilibrium between resource utilisation and network congestion, Algorithm 1 is derived.  

Algorithm 1: Adaptive Clustering and Load Assignment Algorithm. 

Input: Fog Node set Ni 

Output: Cluster Node 

Begin 

For i = 1 to N do 

        Check for fog node Fi 

        Assign the cluster Ci 

End for 

For i = 1 to N do 
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        Check for node request Si 

        If (resource analyse(x) <= Threshold Value(CS))                 

        Then (Si*RQi) is considered and Processing 

        Else migrate the request_query  to other CS                    // Cloud Server 

End for 

 

End 

 

This approach achieves improved quality of clustering and the task assignment.  

 

4. Implementation and Results 

4.1 Simulation 

Using load balancing and hybrid predictive scheduling, this study offered a method to enhance quality of service 

with fog computing. The strategy implemented in the JAVA Cloud simulation running at 2.6 GHz on an Intel i7 

processor with 8 GB of RAM. The implementation values are shown in Table 2.  

Table 2: Parameters and the values used in simulation. 

 

4.2 Performance Evaluation and Comparison 

i. Delay (D): This metric quantifies the time taken for a task to complete, starting from its initiation until 

its completion. This includes the processing time, response time, queuing delay and the other factors. It provides 

an indication of the responsiveness and efficiency of the system. In comparison to the existing systems, the 

proposed results are shown in Figure 5. 

ii. Average Task Carrying Time (₳): Whenever the task is assigned, the time taken by the server from the 

task initialization to the task assigned to the respective responding node. In comparison to the existing systems, 

the proposed results are shown in Figure 6. 

iii. Average Task Waiting Time (ℽ): The time taken for the task to wait from task assignment to the task 

completion. Basically, it is computed as the pure burst time subtracted from the task completion time. In 

comparison to the existing systems, the proposed results are shown in Figure 7. 
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iv. Average Task Completion time (£): The total time taken by the task from the time of task creation to 

the task completion, including delay, waiting and the task burst time. In comparison to the existing systems, the 

proposed results are shown in Figure 8. 

The glimpse of the above-mentioned parameters are shown in table 5. 

Table 3. The comparison of existing algorithms with proposed algorithm. 

Parameters Previous 

Algorithm 

[18] 

Previous 

Algorithm 

[19] 

Previous 

Algorithm [20] 

DMOE [21] Proposed 

Algorithm 

D 21 19.23 17.8 11.2 6.9 

₳ 148.76 139.4620 89.244 19.2871 15.412 

ℽ 2.133 2.0836 1.86777 2.0140 1.4915 

£ 261.06 251.4297 158.25 133.2391 119.212 

 

 

Fig 5. Delay Analysis 
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Fig 6: Average task carrying time (₳) on various algorithms. 

 

Fig 7: Average task waiting time (ℽ) on various algorithms. 
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Fig 8: Average task completion time (£) on various algorithms 

5. Conclusion 

       This work investigates the issue of ensuring QoS for applications and services in fog computing 

environments, which necessitates efficient load balancing. This study demonstrates a hybrid method for load 

balancing among heterogeneous servers. The suggested algorithm's superior performance is demonstrated by its 

implementation and comparison to previously developed models and previously implemented methods. The 

load is distributed more evenly, and other QoS parameters like delay analysis, waiting time, task carrying time, 

and the task completion time. Proposed model is the improved version, which is the need of an hour. In addition, 

when mobility is introduced to fog nodes, the same technique can be used for all the elements involved. Many of 

the ensuing algorithms may use hybrid models, but progress must be made towards a single strategy that works 

with either of topology for fog-servers and fog-nodes. As shown and detailed in the study, the proposed one 

currently performs better across the board. 
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