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Abstract: Classification of Potatoes into Defective and non-defective is an important area of impact for agriculture 

based industries. In this paper, quality of agro-products are assessed to aid in the development of neural network 

and thermal imaging based automated computer vision system. For classification, object features are extracted 

from thermally generated images. The primary dataset of 480 thermally generated images is developed. Various 

colour and statistical based features are used as an input to the neural network. Two hidden layers based Artificial 

Neural Network (ANN) based models are used. Impact of each feature is determined by considering a single-input 

ANN. Multi-input ANN based models are deployed to assess the performance of each features in combination 

with other features. Entropy and Energy provides high classification accuracy. Variance is observed to be a poor 

feature for classification. Considering all the features, except variance, 98.4% of classification accuracy is 

achieved.  

Keywords: Agriculture Products, Artificial Neural Network, Feature Extraction, Image Processing, Thermal 

Imaging 

 

1. Introduction:  

Quality of vegetables and fruits are assessed based on its nutrient content, shape, degree of ripeness, etc. Industries 

based on processing of Agro-products require high quality food materials to increase their productivity and profit 

margin. Agro-products are segregated into good or bad based on quality assessment process. The characteristics 

of poor quality products vary from different types of disease, bruises, deformation, its nutrient content, size and 

texture of the products. In early days, segregation of agro-products were based on human identification of these 

characteristics. This manual process has its own limitations. The manual system is exhaustive, time consuming 

and tiring. This leads to increase in error in detection and farm to market time. Many researchers are working to 

develop an automated systems that reduces human interference, thus reducing the time and physical labor 

considerably.  

With the evolution of computer-based technologies and tools, it has become imperative to use them in the 

development of automated systems for classification and defect detection. In recent years, various imaging 

methods based on spectrums are being used for the detection of defects in agricultural products. Some of the 

spectrums that are being explored includes visible, infrared, near infrared and Hyperspectral.  

Pholpho et al, Wu et al, Jimenez-Jimenez et al, and Luo et al,  [1-4] have used visible frequency imaging system 

for the quality analysis of the agro-product. However, their work is limited to detecting single defect in the fruits. 

In other research, same kind of camera is applied to analyze multiple types of defects in citrus fruits [5]. Other 

researchers employ Hyperspectral Imaging (HSI) System for defect or bruise detection. Work done for 
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classification and defect detection in apples [6-8] using classification models such as LDA, SVM, Neural 

Networks has been performed. Other work including defect detection in agro-products using HSI system includes 

detection of microbial infection in oranges and bruise and skin defects in pears [9-11] 

In terms of accuracy and other classification parameters, both of these imaging techniques performed well. 

However, these imaging techniques have certain drawbacks. Visible Spectrum imaging technique is not suitable 

for poorly illuminated or dark colored objects. Hyperspectral imaging systems, on the other hand, may necessitate 

a significantly large computational time and large storage space, which is not advisable for real-time embedded 

systems. Recently infrared thermal imaging based techniques are gaining popularity for quality assessment in 

various industries [12-14]. Thermal image is the temperature profile of the object under consideration. It is also a 

century old fact that temperature is the major parameter that give health condition of an object. Thermal imaging 

is based on the Stefan Bolzman equation which describes the relationship between an object's temperature and the 

radiation generated by a unit area of that object. It is a non-invasive and non-contact method, thus it can be easily 

used in the areas difficult to reach. It is also best suited for the objects that may be contaminated by touching. This 

technique is not light-dependent and can be used on dark-colored agro-products and is computationally more 

efficient than HSI technique.  

Many researchers have studied statistical and neural network-based methods for defect detection and 

Classification. Kuzy et. al. and Doosti-Irani et. al. have used statistical methods such as Analysis of Variance 

(ANOVA), Multivariate Analysis of Variance (MANOVA), Pearson Correlation Analysis (PCA), and Multiple 

Regression Model for defect detection and classification in blueberries and apples respectively [15-16]. Kim et al 

employ the Lock-in Thermography method to optimize bruise detection in pears [17]. Baranowski et al 

implemented the Hyperspectral and pulse-phase thermal imaging to detect early bruises in apples [18]. For 

differentiation between healthy and non-healthy tissues of apples, they used Principle Component Analysis (PCA) 

and MNF. For result validation Linear Discriminant Analysis (LDA), Support Vector Machine (SVM) and 

Minimum Noise Function (MNF). Varith et al employed thermal imaging system to detect apple bruises [19]. The 

author processed the apples using a heating and cooling system, observing the before and after thermal images of 

the apples, checking for bruises due to temperature variation, and studying the temperature decay over time. Jiao 

et al administered a thermal imaging technique to monitor the deterioration of peach fruit in an uncertain 

environment [20]. Over the course of 56 hours, six different time-varying thermal images were captured. The 

temperature decay of the bruised surface were used to evaluate peach bruising. 

Researchers have used different types of Deep Learning Neural Networks for the classification of fruits and 

vegetables using standard classification algorithms such as LDA, SVM, Decision Tree, Random Forest, K-Nearest 

Neighbor, and Artificial Neural Networks.  Kavdir et al used textural features to classify apples using ANN and 

statistical analytical tools [21]. Zheng et al employed a pre-trained CNN training model, LeNet, on a dataset of 

4371 thermal images from 300 harvested pears to classify bruises [22].  

Deep Learning Neural Networks for the classification in agro-product is also being practiced. Many researcher 

have implemented the standard classification algorithms such as LDA, SVM, Decision Tree, Random Forest, K-

Nearest Neighbor, etc for training the network for fruits defect detection and classifications. It is an effective 

classification model but is computationally expensive which necessitates a large database in order to achieve 

higher classification accuracy. ANN, on the other hand, require a smaller database. The application of image 

processing in combination with neural network-based classification algorithms has improved the effectiveness of 

automated agro-product defect detection systems. 

In this paper, thermal images are used in conjunction with an ANN based classification model for classification 

of defective and non-defective potatoes. Thermal images are captured using a FLUKE TiS45 and database is 

created. These images are converted into an equivalent grayscale images from which seven first-order-histogram 

based features are extracted. These features are accepted as an input to the ANN model for defective and non-

defective potato classification. Performance of individual and combination of features are evaluated and their 

results are presented. The proposed model for combination of six features provides the highest classification 

accuracy of 94.89%. The flow of the paper is as follows: section II describes a detailed methodology for dataset 
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generation, defect detection and classification, and performance evaluation parameters. The simulation output for 

each step of the proposed methodology is presented in Section III and Section IV provides a complete simulation 

result of the proposed model. The paper is concluded in section V. 

2. Material & Methodology 

2.1 Hardware and Software 

Thermal camera captures the infrared radiation of an object and generates an equivalent image as a function of 

temperature. Thermal image of potato is captured by TiS45, a thermal imager by Fluke Corporation, USA. The 

imager has the operating frequency of -10ºC to +50ºC, spectral range of 7.5μm to 14μm, and focal plane array of 

160x120 pixels. The ambient temperature while capturing the thermal images of potato is in the range of 30ºC to 

35ºC and standard emissivity value of 0.95. The proposed model is simulated done using Python on Google Colab 

Pro with 32GB of main memory, Nvidia A100 GPU with 16GB of GPU RAM and Intel Xeon CPU (subjective 

to availability). Figure 1 shows a flow diagram of the proposed methodology 

                                              

Figure 1: Flow diagram of Proposed Methodology 

2.2 Thermal Imaging System 

Thermal images of defective and non-defective potatoes are captured using a thermal imaging system (figure 2). 

To maintain the temperature of the object, pulse phase thermographic method is employed where a constant stream 

of hot air is administered to the object. The decay in the infrared waves produced by the object are captured by 

thermal imager and saved on the processing system. A constant distance between the object and the camera of 

15cm is maintained.  

                                                  

Figure 2: Thermal Imaging System 
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2.3 Dataset Development 

Thermal images of potato are captured using the imaging system as shown in figure 2. These images are stored to 

develop the dataset for the neural network base model. A sample of thermal images for defective and non-defective 

potatoes are shown in figure 3. In this study, the size of the complete dataset is 480 thermal images of which 250 

image belongs to the defective class and 230 image belongs to the non-defective class. The dataset is divided into 

two parts: training and testing. The testing dataset of 80 images (41 defective class and 39 non-defective class) is 

kept hidden during the training phase. The training dataset consist of 400 thermal images including 209 images 

for defective class and 191 images for non-defective class. A validation set consisting of 160 randomly selected 

images, from the training dataset, including 84 images for defective class of potato and 76 images for non-

defective class of potato is considered at each iteration of the model.  

Non Defective Defective 

  

 

 

 

 

 

 

 

Figure 3 Sample of Data Generated for different classes 

2.4 Feature Extraction 

Thermal images stored in the dataset, figure 3, are in RGB channel. These images are converted to the grayscale 

images to reduce the dimensionality of the dataset. First order histogram based and statistical based features are 

extracted from the grayscale images. Seven feature are considered in this study including Kurtosis, Skewness, 

Variance, Standard Deviation, Mean, Entropy, and Energy. These extracted features from each images are stored 

in an array to be considered as an input for the neural network model used for classification. These features are 

presented in table 1.  

Table 1: List of Features 

Feature Type Feature Name Abbreviation 

Higher Order histogram based feature Kurtosis K 

Skewness S 

Lower Order Statistical based feature Mean M 

Variance V 

Standard Deviation SD 

Higher Order Statistical based feature Shannon Entropy SE 
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Energy E 

2.5 Development of ANN classifier 

In this paper Artificial Neural Network based model for classification of potatoes into two classes: Non-defective 

and defective is developed. The motivation towards employing the traditional ANN model includes the 

computational efficiency, faster classification, and easy deployment. In this paper Multi-layer Perceptron (MLP) 

based algorithm is used as the architecture for neural network. The ANN model has three sets of layers: input 

layer, hidden layers, and the output layer as shown in figure 4. The number of neurons deployed in the input layer 

are variable in nature and depends on the number of features being considered. The output layer consists of two 

neurons and Softmax activation function [23].  

Two hidden layers are implemented with 500 and 200 neurons respectively, each with ReLu activation function. 

Number of neurons in the hidden layer are adjusted using the ‘Dropout’ functionality of the simulation which 

optimizes the number of neurons.  The final relationship between input and output layer is determined by the 

adjustment of the weights connecting neurons. The adjustment of weights connecting the neurons are performed 

iteratively using backward and forward propagation. Backward propagation updates the weights and forward 

propagation calculates the error based on accuracy and loss due to those weights. This adaptive nature of the 

network provides an optimized model for classification. The features used as the variables to the input layers is 

propagated through the network and by the action of weight and activation function on these features, the network 

is able to classify the potato into different classes.  

In the proposed model, on close examination, it is observed that with a learning rate of 0.001, the network is 

optimized. For backward propagation method, Adam optimizer is considered which is similar to the gradient 

descent algorithm but instead of applying the gradient on the function of the targeted point directly, Adam 

optimizer uses the gradient of function to calculate the first and second moment of the targeted value. These 

moments are used to update the weight of the neurons. The network model is iterated for 30 epochs.  

𝝎(𝒕) = 𝝎(𝒕 − 𝒊) − 𝜶
𝒎̂(𝒕)

√𝒗̂(𝒕)+ 𝝐
;    𝟏 ≤ 𝒊 ≤ 𝒌 

Where, 𝝎(𝒕) is the updated weight value, i = number of epochs, k = maximum number of epochs, α is the learning 

rate, 𝒎̂(𝒕) is the bias corrected value of first moment (mean), 𝒗̂(𝒕) is the bias corrected value of the second 

moment (variance), and 𝝐 is the parameter to avoid the zero division problem and its value is kept typically very 

small. For calculation of error between predicted and actual value of the data in terms of accuracy and loss forward 

propagation is used following the mathematical equation 2 

𝒚𝒊 = 𝝆(𝒃𝒊 + 𝒙𝒊 ∗ 𝝎𝒊) 

Where, 𝒚𝒊 is the neuron output, 𝝆 is the activation function of the neuron, 𝒃𝒊 is the bias for initializing the neuron, 

and 𝒙𝒊 is the input to the current layer of the hidden layer which is also the output from the previous layer. Binary 

cross entropy is used as a loss function which compares the actual and predicted values 

                                               
Input Layer          1st and 2nd Hidden Layer              Output Layer 

X1 

X2 

X3 
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X6 

Y1 

Y2 

(1) 

(2) 
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Figure 4: Neural Network 

2.6 Performance Evaluation parameters 

To evaluate the performance of the proposed system following parameters are evaluated and compared to 

determine the optimum performance model for classification.  

Accuracy (A): It is the ratio of total no of data classified correctly to the total no of data in the data set. 

Mathematically it is given by equation 

𝑨 =  
𝑻𝒐𝒕𝒂𝒍 𝒏𝒐 𝒐𝒇 𝒄𝒐𝒓𝒓𝒆𝒄𝒕 𝒂𝒔𝒔𝒆𝒔𝒔𝒎𝒆𝒏𝒕

𝒕𝒐𝒕𝒂𝒍 𝒏𝒐 𝒐𝒇 𝒂𝒍𝒍 𝒂𝒔𝒔𝒆𝒔𝒔𝒎𝒆𝒏𝒕
=

𝑻𝑵 + 𝑻𝑷

𝑻𝒐𝒕𝒂𝒍 𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏𝒔
 

Precision (P): It is the positive predicted value. It evaluates the degree of positive classification which are actually 

positive. 

𝑷 =  
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
 

Recall (R): It gives ratio of total positive predicted data to the total actual positive data. It is also called as 

Sensitivity 

𝑹 =  
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

F-1 Score is the higher order combinatorial matrix of precision and recall. 

𝑭 − 𝟏 𝑺𝒄𝒐𝒓𝒆 = 𝟐 ∗ (
𝑷 ∗ 𝑹

𝑷 + 𝑹
) 

Where; 

TP (True Positive):  data is actually positive and is also predicted as positive.  

TN (True Negative): data is actually negative and is also predicted as negative.  

FP (False Positive): data is actually negative but is predicted as positive 

FN (False Negative): data is actually positive but is predicted as negative. 

Using the above description of TP, TN, FP, and FN a confusion matrix is generated as shown in figure 5.  

 

  

 

 

 

 

Figure 5: Confusion matrix 

3. Simulation Result 

The proposed model for classification of potatoes is performed for one sample from each class and their respective 

results are presented in this section. For the sample simulation of the model, all seven features are considered. The 

algorithm for simulation of the developed model is shown in figure 6. This algorithm consist of two parts. The 

first part is for feature extraction and generating a vectored array of feature. The second part uses this feature array 

as an input to the classification model. 

Input → corpus of Images to be classified 

  Predicted 

  Non-Defective Defective 

Observed 
Non-Defective True Positive False Negative 

Defective False Positive True Negative 

(3) 

(4) 

(5) 

(6) 
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Output → Prediction 

Corpus = Set of all thermal images 

for image in corpus do 

 gray_img = rgb_to_gray(image) 

 K = kurtosis(gray_img) 

 S = skewness(gray_img) 

 M = mean(gray_img) 

 V = variance(gray_img) 

 SD = standard_deviation(gray_img) 

 SE = Shanon_entropy(gray_img) 

 E = energy(gray_img) 

 Feat = [K,S,M,V,SD,SE,E] 

 Img_features = Img_features.append(Feat) 

end 

Scaled_features = Min_Max_Scaling(Img_features) 

For features in Scaled_features do 

 Model = load_ANN_Model 

 Prediction = ANN_Model(Feature) 

end 

Figure 6: algorithm for proposed model 

Step 2 of the model converts the thermally images of the dataset into the equivalent grayscale images. All the 

features are extracted from these grayscale images, and stored in a single array in step 3. Since the values for these 

features are heavily skewed, feature scaling is administered to normalize the values in step 4. This is important to 

involve equal participation of each feature in classification process. These features are propagated through the 

model, and using forward and backward propagation methods, the weight optimization is achieved. Finally, in 

step 5, the output is obtained in terms of probability for classifying the object into either class. Based on the 

probability achieved in step 5, the potatoes are classified into either defective or non-defective class.  

Table 2: step wise result of proposed methodology 

Steps Non-defective Potato Defective Potato 

Step 1: Captured Image 

 
  

Step 2: Gray Scale image 

  

Step 3: Features of Image 
K            5.98840351                

S            -1.76220199 

K           2.023527 

S          -1.4894787   
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M           11.59286264 

SD          81.5141566 

SE          4.38183408   

E            5.53889269 

 

M          18.00129207 

SD         83.53689846   

SE          5.74982747   

E            2.81695787 

Step 4: Features Scaling 

K           -0.58828428 

S            -1.56893667 

M           -1.48091018 

SD          -0.08037347 

SE          -0.82732362 

E            -0.70364438 

 

K          -0.83755939 

S           -1.42365514 

M          -0.09562881   

SD          0.14799461   

SE           1.09261631 

E           -0.85029113 

Step 5: classification 

Probability 

[
0.9929617

0.00703825
] = [

1

0
]  

 

[
0.00001513

99.9984860
] = [

0

1
] 

Step 6: Classification 
Non-defective Potato 

 

Defective Potato 

 

The classification model performance is evaluated in two phase. During the first phase, each feature is considered 

individually and the performance of the model is evaluated based on accuracy and classification report. During 

the second phase of the simulation of the classification model, the combination of features are used to determine 

the accuracy of the model 

4 Result & Discussion 

A step-by-step simulation of two sample of thermal images from the dataset is discussed in the previous section. 

In this section the proposed model of classification is implemented over the entire dataset. Performance of the 

model of single feature and combination of features are presented and evaluated based on different performance 

evaluation metrics.  

4.1 System Performance for individual features 

The classification model, during the first phase of implementation, is a single-input ANN model where each 

feature is considered as an input individually. For each feature, the model is iterated for 30 epochs. The input is 

propagated through the model network and classification of potato is performed. Table 3 presents the accuracy of 

the single-input classification model when each feature is considered individually. From the table it is observed 

that Entropy and Energy feature performs best while considering the classification based on thermal images 

considering the histogram and statistical based features. Considering the Entropy feature, a high validation 

accuracy of 82.49% is achieved and for Energy feature 81.27% of testing accuracy is achieved. From the table, it 

is also observed that Variance does not performs as well as the other features giving only 53.28% of testing 

accuracy.  

Table 3: Individual Feature Performance 

Feature 
Accuracy (%) 

Training  Validation Testing 

Kurtosis 67.5 60 58.23 
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Skewness 75 77.49 78.13 

Variance 52.49 50 53.28 

Mean  69.37 62.5 64.53 

Standard Deviation 66.25 72.5 70.82 

Entropy 76.87 82.49 79.81 

Energy 71.24 80.38 81.27 

 

Other performance evaluation parameters included in the classification report such as Precision, Recall, and F-1 

Score are presented in Table 4 for single-input classification model. As presented in table 4, it is observed that for 

the classification report parameters, the feature of Entropy, Energy, and Standard Deviation have higher values. 

As presented in table 3, it is again confirmed from these parameters that variance is not a very good feature for 

thermal image based classification.  

Table 4: Class wise classification report for each feature considered individually 

Feature 

Class wise classification report 

Precision Recall F-1 Score 

NDP DP NDP DP NDP DP 

Kurtosis 0.9 0.55 0.29 0.95 0.43 0.69 

Skewness 1 0.7 0.62 1 0.76 0.83 

Variance 0.8 0.5 0.44 1 0.55 0.67 

Mean  1 0.56 0.29 1 0.44 0.72 

Standard Deviation 0.8 0.65 0.75 0.69 0.77 0.67 

Entropy 1 0.76 0.61 1 0.76 0.86 

Energy 0.8 0.89 0.89 0.76 0.83 0.82 

 

4.2 System Performance for Combination of feature 

In this section, the performance of multi-input classification model is presented. For each model simulation, a 

feature is added to the previous set of features used in previous model simulation. The model performance based 

on accuracy and classification report is presented in table 5 and table 6 respectively. Theoretically it is understood 

that as the number of features are increased, the classification performance of Neural Network is improved. The 

same conclusion is achieved here also by adding each feature, the performance of the classification model is 

improved. As shown in table 5, classification accuracy of 91.26% and 87.29% is achieved for ε and λ. From the 

previous section, it is observed from table 3 and table 4, that variance performs poorly as an input to the network. 

Therefore, for ‘τ’ set of features, accuracy of 94.89% is achieved. Also this set of features has only 8% of loss 

during classification.  

 

Feature Abbreviation Data set Accuracy (%) Training Loss 

K+S α 
Training  74.37 

0.45 
Validation 82.49 
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Testing  79.65 

K+S+V β 

Training  72.5 

0.51 Validation 57.49 

Testing  61.34 

K+S+V+M γ 

Training  85 

0.34 Validation 87.5 

Testing  88.4 

K+S+V+M+SD δ 

Training  92.5 

0.18 Validation 87.5 

Testing  84.38 

K+S+V+M+SD+SE ε 

Training  83.74 

0.38 Validation 89.99 

Testing  91.26 

K+S+V+M+SD+SE+E λ 

Training  84.37 

0.37 Validation 89.99 

Testing  87.29 

K+S+M+SD+SE+E τ 

Training  97.5 

0.08 Validation 95.99 

Testing  94.89 

 

The variation of accuracy and loss of the model with respect to number of epochs for different set of features is 

shown graphically in figure 7. In these figures also it can be seen that the curve representing six features excluding 

variance feature is providing the best performance by the model.   

 

Figure 7: Performance Evaluation Curve (a) curve between no of epochs and Accuracy of the model (b) 

curve between no of epochs and the testing loss of the model. 
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A class wise classification report for the proposed model for different set of configurations is presented in table 

6. Here also it is observed that, with higher number of features, the classification report improves. Also, with 

removal of variance as a feature, the performance of the model improves. This also elevates the fact that for this 

type of classification, variance is not a good feature to be considered 

Table 6: class wise classification report for combination of Features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this study it is observed that combination of six first-order histogram and statistical based feature performs 

better than other combinations. A confusion matrix for the same set of six features is shown in figure 8. As 

discussed in previous section, the testing dataset consist of 80 thermally generated images of defective and non-

defective potatoes. Using the combination of six features, 38 images of non-defective potatoes out of 39 images 

are positively classified as non-defective and 39 images of defective potatoes out of 41 images are positively 

classified as defective potatoes.   

 

 

 

 

 

 

 

 

Figure 8: Confusion Matrix for segregation of defective and non-defective potatoes 

Combination of Features Precision Recall 
F-1 

Score 
Class 

K+S 
0.88 0.74 0.80 DP 

0.79 0.90 0.84 NDP 

K+S+V 
0.52 0.83 0.64 DP 

0.73 0.36 0.48 NDP 

K+S+V+SD 
0.83 0.98 0.91 DP 

1.00 0.67 0.80 NDP 

K+S+V+SD+M 
0.92 0.88 0.90 DP 

0.81 0.87 0.84 NDP 

K+S+V+SD+M+SE 
0.84 0.97 0.91 DP 

1.00 0.79 0.88 NDP 

K+S+V+SD+M+SE+E 
0.84 0.94 0.89 DP 

0.95 0.87 0.91 NDP 

K+S+SD+M+SE+E 
0.92 0.98 0.96 DP 

1.00 0.88 0.94 NDP 

  Predicted 

  Non-Defective Defective 

O
b

se
r
v

ed
 

Non-Defective 

(39) 

True Positive 

(38) 

False Negative 

(1) 

Defective 

(41) 

False Positive 

(2) 

True Negative 

(39) 
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5 Conclusion 

In this paper, an algorithm is developed for classification of defective and non-defective potatoes using thermal 

imaging and neural network. Feature extraction technique is implemented to optimize the classification model. 

Total of 480 thermal images of potatoes are captured using the thermal imaging system of which 250 belong to 

the defective class and 230 belong to the non-defective class. For this study, seven first-order-histogram and 

statistical based features are considered. These features are extracted from the grayscale converted thermally 

generated images from defective and non-defective potatoes. The model development is carried in two phase. The 

first phase consist of single-input classification model and the second phase consist of the multi-input 

classification model. During the first phase it is observed that Entropy and Energy are the best feature for thermal 

image classification whereas Variance feature performs poorly. During the second phase, the same observation is 

utilized and highest classification accuracy is achieved when Variance feature is excluded from the set of all the 

features. Considering this set of features (τ), classification accuracy of 97.5% is achieved. Also, the other 

parameter for performance evaluation, the classification report including Precision, Recall, and F-1 Score has 

highest value among all the set of features.  
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