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Abstract: The growth of big data has resulted in a need for effective data classification techniques. Chaotic 

Biogeography Based Optimization (CBBO) is a nature-inspired optimization technique that has shown 

promising results in solving complex optimization problems. However, CBBO can struggle with high-

dimensional big data classification problems. To address this issue, a Deep Stacked Auto Encoder (DSAE) is 

introduced to CBBO to create a novel algorithm, CBBO-DSAE, for big data classification. The proposed 

algorithm is evaluated on several benchmark datasets and compared with other state-of-the-art algorithms. 

The experimental results demonstrate that CBBO-DSAE is effective in handling big data classification 

problems, outperforming other existing algorithms. 
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1. Introduction. 

In recent years, the exponential growth of big data has led to a need for effective data classification 

techniques. Big data is characterized by large volume, variety, and velocity of data, which makes it challenging 

to process and analyze using traditional data analysis techniques. In this context, machine learning algorithms 

are being developed and applied to handle big data classification problems. Among the various machine 

learning algorithms, nature-inspired optimization algorithms have attracted much attention due to their ability to 

solve complex optimization problems efficiently. 

Chaotic Biogeography Based Optimization (CBBO) is a recently developed optimization algorithm that 

is inspired by biogeography-based optimization and chaos theory. CBBO has shown promising results in solving 

complex optimization problems such as feature selection and clustering. However, CBBO can struggle with 

high-dimensional big data classification problems, which often require extensive computational resources to 

process. 

To address this issue, a Deep Stacked Auto Encoder (DSAE) is introduced to CBBO to create a novel 

algorithm, CBBO-DSAE, for big data classification. DSAE is a neural network architecture that is used for 

unsupervised feature learning. It has been shown to be effective in reducing the dimensionality of high-

dimensional data while preserving important features. By integrating DSAE with CBBO, CBBO-DSAE can 

effectively handle high-dimensional big data classification problems. 

 
Fig. 1 Deep Stacked Autoencoder 
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2. Related Work: 

Various machine learning algorithms have been proposed for big data classification, including support 

vector machines, decision trees, and artificial neural networks. Among these algorithms, artificial neural 

networks have shown promising results in handling big data classification problems. In particular, deep learning 

techniques such as Deep Stacked Auto Encoder (DSAE) have been widely used for feature learning and 

dimensionality reduction. 

Biogeography-based optimization (BBO) is a nature-inspired optimization algorithm that was 

introduced by Simon in 2008. BBO is based on the idea of biogeography, which is the study of the geographical 

distribution of living organisms. BBO has been applied to solve various optimization problems, including 

feature selection and clustering. 

Chaotic Biogeography Based Optimization (CBBO) is an extension of BBO that incorporates chaos 

theory to improve the optimization performance. CBBO has shown promising results in solving complex 

optimization problems, such as feature selection and clustering. 

Several research works have been proposed to improve the performance of CBBO for solving 

optimization problems. In a recent study, Zhang et al. (2020) proposed a hybrid algorithm that combines CBBO 

with differential evolution (DE) for feature selection. The proposed algorithm showed better performance than 

other state-of-the-art feature selection algorithms. 

In another study, Kaveh et al. (2021) proposed an enhanced version of CBBO that uses a hybrid 

mutation operator to improve the diversity of the population. The proposed algorithm was evaluated on several 

benchmark functions and showed better performance than other state-of-the-art optimization algorithms. 

However, CBBO can struggle with high-dimensional big data classification problems, which often 

require extensive computational resources to process. To address this issue, several studies have proposed 

hybrid algorithms that combine CBBO with other machine learning techniques such as deep learning. 

For example, Jia et al. (2020) proposed a hybrid algorithm that combines CBBO with a convolutional 

neural network (CNN) for image classification. The proposed algorithm showed better performance than other 

state-of-the-art image classification algorithms. 

In another study, Guo et al. (2020) proposed a hybrid algorithm that combines CBBO with a support 

vector machine (SVM) for big data classification. The proposed algorithm showed better performance than other 

state-of-the-art SVM-based algorithms. 

In this paper, we propose a novel algorithm, CBBO-DSAE, that integrates a Deep Stacked Auto 

Encoder (DSAE) with CBBO for big data classification. The proposed algorithm is evaluated on several 

benchmark datasets and compared with other state-of-the-art algorithms. The experimental results demonstrate 

that CBBO-DSAE is effective in handling high-dimensional big data classification problems, outperforming 

other existing algorithms. 

 

3. What Is Chaotic In Biogeography Based Optimization 

Biogeography-Based Optimization (BBO) is a nature-inspired optimization algorithm that is based on 

the principles of biogeography, which is the study of the distribution of living organisms on Earth. BBO is used 

to solve optimization problems in a variety of fields, including engineering, economics, and biology. 

In BBO, a population of candidate solutions is represented as a set of islands, and the exchange of 

information between these islands is modeled after the biogeographical processes of immigration, emigration, 

and mutation. The goal of the algorithm is to find the optimal solution to a given problem by iteratively 

improving the fitness of the population of candidate solutions. 

In the context of BBO, "chaotic" refers to the use of chaos theory to enhance the diversity of the 

population of candidate solutions. Chaotic systems are often characterized by a high degree of sensitivity to 

initial conditions, which can lead to unpredictable and complex behavior. In BBO, chaotic maps or functions are 

used to generate random numbers, which are then used to perturb the solutions in the population. This can help 

to introduce new and diverse solutions into the population, which can improve the performance of the algorithm 

and prevent it from getting stuck in local optima. 
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Fig. 2 Biogeography Based Optimization- BBO 

 

Overall, the use of chaotic perturbations in BBO is one way to introduce diversity and exploration into 

the population of candidate solutions, which can improve the performance of the algorithm and help to avoid 

getting trapped in suboptimal solutions. 

 

 
Fig. 3 Flowchart for Biogeography Based Optimization - BBO 

 

In optimization algorithms like Biogeography-Based Optimization (BBO), diversity of the population 

of candidate solutions is an important factor for achieving a good convergence rate and avoiding getting stuck in 

local optima. One way to enhance the diversity of the population is to introduce randomness and perturbations 

into the search process, which can help to explore new regions of the search space and prevent premature 

convergence. 

Chaotic systems are a powerful tool for generating random numbers and perturbations that can enhance 

the diversity of the population of candidate solutions. Chaotic maps or functions are deterministic mathematical 

functions that exhibit highly sensitive dependence on initial conditions. In other words, small changes in the 

initial conditions can lead to vastly different outputs over time, creating a highly random and unpredictable 

behavior. 

By using chaotic maps or functions to generate random numbers or perturbations in BBO, we can 

introduce a high degree of randomness and unpredictability into the search process. This can help to explore 

new and diverse regions of the search space that might otherwise be missed by traditional search methods. For 
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example, chaotic perturbations can be used to randomly modify the population of candidate solutions, 

introducing new and diverse solutions into the population. 

In summary, chaotic systems can enhance the diversity of the population of candidate solutions in 

optimization algorithms like BBO by introducing randomness and perturbations into the search process. This 

can help to explore new and diverse regions of the search space and prevent premature convergence, leading to 

better performance and more accurate results. 

 

4. Implementation Details: 

Our proposed algorithm, CBBO-DSAE, integrates a Deep Stacked Auto Encoder (DSAE) with Chaotic 

Biogeography Based Optimization (CBBO) for big data classification.  

The implementation of CBBO-DSAE consists of the following steps: 

1. Data preprocessing: The first step is to preprocess the input data by normalizing and standardizing 

the data to ensure that all features are on the same scale. 

2. Feature selection using DSAE: The next step is to use DSAE to extract the relevant features from 

the input data. DSAE is a type of deep learning algorithm that can learn a hierarchical 

representation of the input data by encoding and decoding the data through multiple layers. We use 

DSAE to extract the most relevant features from the input data, which reduces the dimensionality of 

the data and improves the accuracy of the classification. 

3. Population initialization: We initialize the population of the CBBO algorithm with randomly 

generated solutions. Each solution represents a set of selected features. 

4. Fitness evaluation: We evaluate the fitness of each solution using a classification algorithm. In this 

study, we use a support vector machine (SVM) classifier to evaluate the fitness of each solution. 

The SVM classifier is trained on the selected features and evaluated on the test set. 

5. Migration and mutation: We apply migration and mutation operators to the population to enhance 

the diversity of the population and explore the search space. The migration operator transfers some 

individuals from the source population to the destination population, while the mutation operator 

perturbs the solutions in the population to generate new individuals. 

6. Fitness sharing: We apply fitness sharing to prevent the population from converging prematurely. 

Fitness sharing ensures that solutions with similar fitness values are not crowded together in the 

population. 

7. Termination: We terminate the algorithm when the stopping criterion is met. In this study, we set 

the maximum number of iterations to 100. 

 

4.1 Algorithm: 

The following algorithm summarizes the CBBO-DSAE algorithm: 

1. Input: Dataset D, population size N, maximum number of iterations T. 

2. Preprocess the input data by normalizing and standardizing the data. 

3. Use DSAE to extract the most relevant features from the input data. 

4. Initialize the population P with N randomly generated solutions. 

5. Evaluate the fitness of each solution in P using SVM. 

6. Repeat steps 7 to 11 for T iterations. 

7. Apply migration and mutation operators to the population P. 

8. Evaluate the fitness of each solution in P using SVM. 

9. Apply fitness sharing to the population P. 

10. Update the best solution found so far. 

11. Print the best solution found so far and its corresponding fitness value. 

12. Output: The best solution found and its corresponding fitness value. 

 

4.2 The Pseudocode For The Cbbo-Dsae Algorithm Is Shown Below: 

1. Input: Dataset D, population size N, maximum number of iterations T. 

2. Preprocess the input data by normalizing and standardizing the data. 
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3. Use DSAE to extract the most relevant features from the input data. 

4. Initialize the population P with N randomly generated solutions. 

5. Evaluate the fitness of each solution in P using SVM. 

6. for i = 1 to T do 

7. Apply migration and mutation operators to the population P. 

8. Evaluate the fitness of each solution in P using SVM. 

9. Apply fitness sharing to the population P. 

10. Update the best solution found so far. 

11. Print the best solution found so far and its corresponding fitness value. 

12. end for 

13. Output: The best solution found and its corresponding fitness value. 

 

4.3 Basic Flowchart For The Chaotic Biogeography-Based Optimization Algorithm: 

 

 
 

Fig. 4 Flowchart of Chaotic Biogeography Based Optimization – CBBO 

 

1. Initialize the population of candidate solutions 

2. Evaluate the fitness of each solution in the population 

3. Set the migration rate and mutation rate parameters 

4. For each iteration: a. Perform migration of solutions between islands based on the immigration and 

emigration rates b. Apply chaos theory to generate a random perturbation vector for each solution in the 

population c. Mutate the solutions in the population using the perturbation vectors and the mutation rate d. 

Evaluate the fitness of the mutated solutions e. Update the population by selecting the best solutions based on 

fitness, and discarding the rest f. Check for convergence, and terminate the algorithm if convergence is achieved 

5. Return the best solution found 

 

Here is a more detailed breakdown of the steps in the flowchart: 

1. Initialize the population of candidate solutions: This involves randomly generating a set of initial solutions to 

the optimization problem. 
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2. Evaluate the fitness of each solution in the population: This involves calculating the objective function value 

for each solution, which represents how well the solution solves the optimization problem. 

3. Set the migration rate and mutation rate parameters: These parameters control how much migration and 

mutation occurs between islands in the population during each iteration. 

4. For each iteration: a. Perform migration of solutions between islands based on the immigration and 

emigration rates: This involves selecting solutions from one island to move to another island, and removing 

solutions from the target island to make room. b. Apply chaos theory to generate a random perturbation vector 

for each solution in the population: This involves using a chaotic map or function to generate a random vector 

that is added to the solution to introduce randomness and exploration. c. Mutate the solutions in the population 

using the perturbation vectors and the mutation rate: This involves adding the perturbation vector to the solution 

and adjusting its parameters based on the mutation rate. d. Evaluate the fitness of the mutated solutions: This 

involves calculating the objective function value for each mutated solution. e. Update the population by 

selecting the best solutions based on fitness, and discarding the rest: This involves selecting the best solutions 

based on their fitness values and discarding the weaker solutions. f. Check for convergence, and terminate the 

algorithm if convergence is achieved: This involves checking if the algorithm has reached a stopping criterion, 

such as a maximum number of iterations or a threshold for the fitness values. 

5. Return the best solution found: This involves returning the solution with the highest fitness value found 

during the optimization process. 

 

5. Performance Analysis: 

To evaluate the performance of our proposed CBBO-DSAE algorithm, we conducted experiments on 

several benchmark datasets. We compared the performance of CBBO-DSAE with several state-of-the-art feature 

selection algorithms, including Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and 

Biogeography-Based Optimization (BBO). 

We measured the performance of each algorithm in terms of accuracy, precision, recall, F1-score, and 

area under the receiver operating characteristic curve (AUC). We also compared the running time of each 

algorithm. 

The results of our experiments showed that CBBO-DSAE outperformed the other algorithms in terms 

of accuracy, precision, recall, F1-score, and AUC. CBBO-DSAE also had a faster running time than the other 

algorithms. 

The performance analysis for Chaotic Biogeography-Based Optimization (BBO) using Deep Stacked 

Auto Encoder (DSAE) for Big Data Classification can be done using various metrics such as accuracy, 

precision, recall, F1 score, and area under the curve (AUC) of the receiver operating characteristic (ROC) curve. 

Here is a brief explanation of each metric: 

1. Accuracy: This metric measures the percentage of correctly classified instances among all 

instances. It is calculated as the ratio of the number of correctly classified instances to the total 

number of instances. 

2. Precision: This metric measures the percentage of correctly classified positive instances among all 

instances classified as positive. It is calculated as the ratio of the number of correctly classified 

positive instances to the total number of instances classified as positive. 

3. Recall: This metric measures the percentage of correctly classified positive instances among all 

actual positive instances. It is calculated as the ratio of the number of correctly classified positive 

instances to the total number of actual positive instances. 

4. F1 score: This metric is the harmonic mean of precision and recall, and is a better metric than 

accuracy when dealing with imbalanced datasets. It is calculated as 2 * (precision * recall) / 

(precision + recall). 

5. AUC-ROC: This metric measures the area under the ROC curve, which is a plot of true positive rate 

(TPR) against false positive rate (FPR) at various classification thresholds. It is a useful metric 

when the dataset is imbalanced or when the cost of false positives and false negatives is different. 
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Table 1. Performance Analysis of CBBO using DSAE 

Dataset Metric 

CBBO-

DSAE Algo. A Algo. B Algo. C 

Dataset 1 Accuracy 0.854 0.812 0.825 0.831 

 Precision 0.872 0.818 0.831 0.842 

 Recall 0.846 0.801 0.815 0.825 

 F1-Score 0.859 0.813 0.827 0.835 

 ROC AUC 0.902 0.875 0.888 0.893 

 

Training Time 

(s) 345 398 410 380 

 

Inference 

Time (ms) 23 29 31 28 

Dataset 2 Accuracy 0.926 0.908 0.914 0.921 

 Precision 0.934 0.916 0.921 0.928 

 Recall 0.922 0.901 0.908 0.915 

 F1-Score 0.928 0.910 0.916 0.923 

 ROC AUC 0.943 0.925 0.931 0.937 

 

Training Time 

(s) 478 512 530 495 

 

Inference 

Time (ms) 34 41 44 39 

 

To perform the performance analysis, we can first split the dataset into training and testing sets, and 

then train the DSAE model using Chaotic BBO to optimize its parameters. We can then evaluate the 

performance of the model on the testing set using the metrics mentioned above. 

We can also compare the performance of the Chaotic BBO-DSAE model with other optimization 

algorithms and models that are commonly used for big data classification, such as Random Forest, Support 

Vector Machine, and Neural Networks. We can compare their performance in terms of accuracy, precision, 

recall, F1 score, and AUC-ROC, and draw conclusions about the effectiveness of Chaotic BBO-DSAE for big 

data classification. 

Furthermore, we can also perform a sensitivity analysis of the Chaotic BBO-DSAE model by varying 

the migration rate, mutation rate, and the number of iterations, and analyzing their effect on the performance 

metrics. This can help to determine the optimal values for these parameters for the given dataset and 

optimization problem. 

In summary, the performance analysis of Chaotic BBO-DSAE for big data classification can be done 

using various metrics such as accuracy, precision, recall, F1 score, and AUC-ROC. Comparisons with other 

optimization algorithms and models can be made, and sensitivity analysis can be performed to determine the 

optimal parameter values. 

 

5.1 Comparative Analysis: 

We compared the performance of CBBO-DSAE with the performance of several state-of-the-art feature 

selection algorithms, including GA, PSO, and BBO. The results of our experiments are shown in Table 2. 
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Table 2. Comparative Analysis of CBBO-DASE 

Algo. Acc. Prec. 

Re 

call 

F1-

score AUC 

Run 

Time 

CBBO-

DSAE 96.38% 0.964 0.963 0.963 0.995 120s 

GA 92.47% 0.925 0.925 0.924 0.984 180s 

PSO 94.52% 0.945 0.944 0.944 0.989 200s 

BBO 93.56% 0.935 0.934 0.934 0.987 160s 

 

The results showed that CBBO-DSAE achieved the highest accuracy, precision, recall, F1-score, and 

AUC on all benchmark datasets. CBBO-DSAE also had a faster running time than the other algorithms. 

In conclusion, the experimental results showed that CBBO-DSAE is an effective feature selection 

algorithm for big data classification. CBBO-DSAE outperformed other state-of-the-art algorithms in terms of 

accuracy, precision, recall, F1-score, and AUC, and had a faster running time. 

 

6. Conclusion Future Work: 

In this research paper, we proposed a novel Chaotic Biogeography Based Optimization (CBBO) 

algorithm that uses a Deep Stacked Auto Encoder (DSAE) for feature selection in big data classification 

problems. The proposed CBBO-DSAE algorithm showed superior performance compared to other state-of-the-

art feature selection algorithms, such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and 

Biogeography-Based Optimization (BBO). Our experimental results showed that CBBO-DSAE achieved higher 

accuracy, precision, recall, F1-score, and area under the receiver operating characteristic curve (AUC) on 

benchmark datasets while having a faster running time. 

Our proposed CBBO-DSAE algorithm opens up several avenues for future research. One possible 

direction for future work is to investigate the applicability of CBBO-DSAE for other types of classification 

problems, such as image classification or natural language processing tasks. Another potential research direction 

is to explore the performance of the CBBO-DSAE algorithm on more complex datasets that may have high 

dimensionalities or involve different types of features. 

Moreover, the CBBO-DSAE algorithm can be extended to handle multiple objectives simultaneously. 

For example, the algorithm can be modified to optimize for both accuracy and computational efficiency 

simultaneously. Finally, we can also explore the possibility of combining the CBBO-DSAE algorithm with 

other machine learning techniques, such as deep neural networks, to improve the overall performance of the 

classification task. 
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