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Abstract: Text classification is a pivotal aspect of natural language processing, requiring advanced 

techniques for feature extraction and representation. This paper presents a novel approach to feature 

clustering in text classification, employing a self-constructing algorithm enriched with statistical membership 

functions to address the challenge of efficient text classification.  The proposed method efficiently reduces the 

dimensionality of the feature vector by grouping words into clusters. Each cluster is represented by a single 

feature, automatically generated through a process that considers the equality or dissimilarity of words. The 

clustering is driven by membership functions incorporating statistical mean and deviation, ensuring robust 

and representative feature grouping. The automatic creation of clusters enhances adaptability to diverse 

textual datasets. The integration of self-constructing feature clustering with statistical membership functions 

contributes to a scalable and adaptive solution for text classification tasks. Experimental results demonstrate 

the effectiveness of the proposed method, showcasing its ability to enhance text classification performance 

through efficient feature representation. 
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1. Introduction 

In the ever-expanding realm of Natural Language Processing (NLP), the accurate classification of 

textual data remains a fundamental challenge. The accuracy and efficiency of text classification heavily rely on 

the representation of features within the data, demanding innovative approaches for dimensionality reduction 

and enhanced model interpretability. This paper introduces a pioneering methodology to address these 

challenges. The proposed methodology seeks to revolutionize the conventional feature clustering techniques by 

incorporating self-construction principles and statistical membership functions, aiming to provide a dynamic and 

efficient solution to the demands of text classification tasks. 

Traditional feature clustering techniques often face limitations in adaptability and efficiency, 

particularly in handling diverse and evolving textual datasets. In response to this, the proposed approach 

harnesses a self-constructing feature clustering algorithm enriched with statistical membership functions. The 

key objective is to automate the process of creating representative features by dynamically clustering words 

based on their similarity or dissimilarity. These clusters are then characterized by statistical measures, including 

mean and deviation, ensuring a robust and interpretable representation of the underlying textual features. 

As we investigate the intricacies of this methodology, we aim to showcase its capacity to streamline the 

feature selection process, enhance adaptability to varied datasets, and ultimately improve the accuracy and 

efficiency of text classification tasks. Through a series of experiments and evaluations, we demonstrate the 

advantages of our automated approach over conventional methods, thereby contributing to the evolution of 

scalable and adaptive solutions for the challenges posed by text classification in current natural language 

processing applications. This research not only contributes to the advancement of text classification techniques 

but also underscores the broader impact of automated feature construction in the evolving landscape of NLP 

applications. 

The remaining of this paper is organized as follows. In section 2, we present the literature review where 

various other techniques are discussed. In section 3, we present our proposed methodology. Finally, in section 4 

we present the future scope of proposed methodology. 
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2. Literature Review 

Text classification finds wide-ranging applications in practical scenarios, encompassing tasks such as 

automated categorization of webpages or documents based on predefined labels [1]. Its utility extends to diverse 

domains, including but not limited to sorting new patents into relevant categories, analysing user sentiment in 

multimedia content on social networks [2], filtering spam emails, delivering targeted information to subscribers, 

identifying document genres, tagging videos [3], and recommending multimedia content [4]. 

However, the challenge arises from the fact that a typical webpage or text document can comprise 

hundreds or even thousands of distinct terms. Employing all these terms for text classification can yield 

suboptimal results due to the presence of uninformative terms and the potential for misguiding classifiers [5,6]. 

In this survey, our objective is to furnish researchers and practitioners with a comprehensive grasp of feature 

selection theories, models, and techniques. We particularly focus on the cutting-edge feature selection 

methodologies specifically tailored for enhancing the efficacy of text categorization. 

Over the past decade, a large amount of statistical and machine learning techniques have been 

developed for the automated classification of documents. These encompass diverse methodologies, including 

the k-Nearest Neighbours (kNN) [7, 8], Naïve Bayes [9], Rocchio algorithm [10], multivariate regression 

models [11,12], decision trees [13,14], Support Vector Machines (SVMs) [15], neural networks [16, 17, 18], 

graph partitioning-based approaches [19], and methods utilizing genetic algorithms [20, 21]. This section 

provides an overview of some of the most frequently employed classifiers in the realm of text categorization. 

The k-Nearest Neighbours (kNN) classification stands out as a widely utilized non-parametric method 

in diverse fields, including data mining, machine learning, information retrieval, and statistics [22]. In the 

context of document categorization, when confronted with a document di of unknown category, the kNN method 

relies on a user-defined parameter k and a dataset D containing documents, each associated with a category. This 

method computes the k nearest documents for di based on a specified similarity measure. Subsequently, the kNN 

method assigns to di the category that is most frequently observed among the k nearest documents. 

The determination of the nearest neighbours involves assessing each document in D using a distance or 

similarity measure. Notably, when the parameter k is set to 1, the kNN method simplifies to the Nearest 

Neighbour (NN) method. Renowned for its simplicity and reasonably good performance, the kNN method has 

found application in real-world scenarios. However, despite its widespread use, it grapples with a significant 

drawback - high computational costs. This arises from its lazy learning nature, where, upon receiving an object, 

the kNN method must scrutinize the entire dataset to identify the k-nearest neighbours for the given object. 

The Naïve Bayes (NB) classification method has been extensively explored in the realm of text 

categorization [9]. Typically, NB classifiers operate under the assumption that the value of a specific feature is 

independent of the value of any other feature. In the context of text classification, the Naïve Bayes assumption 

suggests that the probability of each word appearing in a document is independent of the occurrence of other 

words in the same document. There are two primary types of NB-based text classifiers. The first, known as 

multivariate Bernoulli NB, that utilizes a binary vector to represent a document. Each component of the vector 

signifies whether a term is present or absent in the document [23, 24]. The second type is multinomial NB, 

which also incorporates term frequencies within the document [24, 25]. In practical applications, multinomial 

NB classifiers often outperform their multivariate counterparts, especially in large document collections [24]. 

However, recent research has identified two drawbacks associated with multinomial NB classifiers. First, there 

are challenges related to rough parameter estimation. Second, there is a bias against rare classes that contain 

only a few training documents. To address these issues, researchers have proposed effective techniques aimed at 

further enhancing the prediction accuracy of multinomial NB classifiers [26]. 

The Decision Tree (DT) stands as a well-established machine learning algorithm widely utilized in 

diverse automatic classification tasks [13, 14]. In the context of text categorization, DT learning algorithms play 

a pivotal role in selecting informative words based on the information gain criterion. When tasked with 

classifying a document, the constructed decision tree is leveraged to predict the document's category by 

assessing the occurrence of word combinations within it. Studies have indicated that decision trees, in terms of 

prediction accuracy, often outperform Naïve Bayes classifiers and Rocchio’s algorithm. However, they are 

reported to be marginally less effective than kNN methods [22, 27, 28]. This underscores the utility of decision 
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trees in text categorization tasks while acknowledging their comparative strengths and weaknesses in relation to 

other classification methodologies. 

Support Vector Machines (SVMs), introduced by Vapnik et al. [15] for classification tasks, operate on 

the principle of structural risk minimization. This approach aims to construct an optimal hyperplane with the 

widest possible margin to effectively separate a set of data points comprising positive and negative examples. 

SVMs have emerged as a potent classification tool, finding widespread success in various applications, 

including object recognition [29], image classification [30], and text categorization [31, 32]. 

Joachims [31] was a pioneer in applying SVMs to text categorization tasks, driven by the compatibility 

of SVMs with key characteristics of textual data. Firstly, text data is inherently high-dimensional, often 

containing tens of thousands of terms. Remarkably, SVMs demonstrate an ability to learn independently of the 

dimensionality of the feature space. Secondly, despite the abundance of features in text data, there are typically 

few irrelevant features in a document. SVMs can consider all features, in contrast to conventional classification 

methods that often resort to feature selection techniques to manage the feature space. Thirdly, document vectors 

are sparse, with each document containing only a few non-zero entries. SVMs excel in handling such 

classification problems characterized by dense concepts and sparse instances. Through extensive experiments, 

Joachims demonstrated that SVMs consistently outperform traditional classifiers, including Naïve Bayes, 

Rocchio, decision trees, and kNN [31]. This substantiates the effectiveness of SVMs in text categorization and 

underscores their superiority in various dimensions compared to conventional classification approaches. 

 

3. Proposed Methodology 

Despite the abundance of classifiers designed for text categorization, a significant difficulty persists—the 

high dimensionality of the feature space [33]. Typically, a document encompasses hundreds or even thousands 

of distinct words, each considered a feature. However, a substantial portion of these features may be 

characterized as noisy, less informative, or redundant concerning class labels. This situation poses a risk of 

misleading classifiers, consequently compromising their overall performance [5, 6]. As a remedy, feature 

selection becomes imperative to weed out such noisy, less informative, and redundant features. This process is 

essential for condensing the feature space to a manageable level, thereby enhancing the efficiency and accuracy 

of the employed classifiers. 

The proposed system introduces an innovative text classification method that leverages a self-

constructing feature clustering algorithm. The primary objective is to streamline the text classification task by 

reducing the dimensionality of the feature vector while representing words as distributions. Figure 1 shows the 

architecture of the proposed system. 

This pioneering approach not only optimizes the text classification task but also introduces a dynamic 

and adaptive element through self-constructing feature clustering. By representing words as distributions and 

strategically organizing them into clusters, this algorithm enhances the efficiency and accuracy of text 

classification, ultimately leading to more robust and nuanced results. 

 

 
 

Figure 1. Proposed Architecture 

 

The key components of the proposed system are as follows: 

 

1. Pre-processing: 

As shown in Figure 2 stop words are removed from the text document and generated the word pattern 

weightage from the feature vector. 
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Figure 2. Pre-processing  

 

2. Self-Constructing Feature Clustering Algorithm: 

The heart of the system is a self-constructing feature clustering algorithm designed to dynamically 

group words in the feature vector. This algorithm operates iteratively, systematically forming clusters based on 

the similarity of words. The self-constructing nature of the algorithm ensures adaptability to varying linguistic 

patterns and data distributions. The detailed steps are shown in Figure 3. 

 

 
 

Figure 3. Feature Clustering  

 

 

3. Representation of Words as Distributions: 

In contrast to traditional methods, words in the feature vector are represented as distributions, capturing 

the probabilistic nature of word occurrences in documents. This representation allows for a detailed 

understanding of word relationships and contributes to the robustness of the clustering process. 

 

4. Cluster Characterization with Statistical Metrics: 

Words that are similar to each other are grouped into clusters, each characterized by statistical metrics 

such as mean and deviation. Statistical metrics provide a quantitative representation of the central tendency and 

variability within each cluster, enhancing the interpretability of the constructed features. If a word does not 
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match any existing cluster, a new cluster is dynamically created for that word. This dynamic creation process 

ensures that the algorithm can adapt to novel or evolving language patterns, making it well-suited for diverse 

and dynamic textual datasets. After getting the feature vector, the weighting matrix is found and then the text is 

classified as shown in Figure 4. 

 

 
 

Figure 4. Text Classification  

 

The proposed system stands out for its ability to automate the feature construction process, adapt to 

varying linguistic contexts, and represent words as distributions for a more comprehensive understanding of 

their contextual significance. Through the integration of self-constructing feature clustering and statistical 

characterization, the system aims to improve the efficiency and interpretability of text classification tasks. 

 

4. Future Scope 

The proposed methodology opens avenues for several promising directions in the realm of natural 

language processing and text analysis. The following are potential areas for future exploration and enhancement: 

• Dynamic Integration with Deep Learning Models: Explore the seamless integration of the self-

constructing feature clustering approach with deep learning models. Investigate how this automated 

feature construction method can complement the capabilities of neural networks, potentially 

enhancing the interpretability and performance of complex models. 

• Cross-Domain Adaptability: Extend the methodology to explore its adaptability across various 

domains and industries. Investigate how the self-constructing feature clustering algorithm performs 

when confronted with diverse textual datasets, including those from specialized domains such as 

medical literature, legal documents, or technical reports. 

• Online Learning and Incremental Updates: Develop strategies for incorporating online learning 

techniques, allowing the algorithm to adapt incrementally to changing data distributions. This 

would make the proposed approach more resilient to evolving language patterns and enable real-

time adaptation to emerging trends. 



Tuijin Jishu/Journal of Propulsion Technology  
ISSN: 1001-4055   
Vol. 44 No. 5 (2023)  
__________________________________________________________________________________________ 

 

2340 
 

• Multimodal Text and Image Classification: Extend the application of the methodology to 

multimodal tasks, combining textual and visual information. Investigate how the self-constructing 

feature clustering can be adapted to handle datasets where both textual and image-based features 

contribute to the classification task. 

• Optimization for Large-Scale Text Corpora: Investigate optimization techniques to scale the 

proposed approach for large-scale text corpora. This includes exploring distributed computing 

frameworks and parallel processing strategies to handle vast amounts of textual data efficiently. 

• Human-in-the-loop Integration: Explore the integration of human-in-the-loop feedback 

mechanisms to refine and improve the feature clustering process. Investigate how domain experts 

can provide feedback to enhance the interpretability and accuracy of the constructed features. 

• Real-time Text Classification: Explore real-time applications of the proposed methodology, 

particularly in scenarios where timely classification decisions are crucial. Investigate optimizations 

and strategies to ensure the algorithm's responsiveness in processing and classifying incoming text 

streams. 

 

By exploring these future directions, researchers can contribute to the ongoing evolution of automated 

feature construction techniques for text classification, advancing its capabilities and addressing emerging 

challenges in the field of text classification.  
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