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Abstract: - Air pollution is a concern worldwide, especially in densely populated cities in developing nations like 

Dhaka, Bangladesh. Accurately predicting air quality is crucial for health and environmental management. This 

research explores the effectiveness of learning models based on time series forecasting to predict air quality levels 

in Dhaka, with a particular focus on feature selection and the Air Quality Index (AQI). It also compares the 

performance and adaptability of models such as long-short-term memory (LSTM), convolutional neural network 

(CNN), recurrent neural network (RNN), and gated recurrent unit (GRU) using various feature configurations. 

The study highlights that LSTM performs well in scenarios while CNN, RNN and GRU consistently exhibit strong 

predictive capabilities. Underscore their suitability for air quality forecasting particularly when considering the 

prediction of AQI. However, the study acknowledges the limitations of relying on data sources. Emphasizes the 

need for further research into hybrid models and how local factors impact air quality. The findings provide insights 

for practitioners and decision-makers aiming to tackle air pollution challenges in urban areas by emphasizing 

feature selection and AQIs role in enhancing predictive accuracy. 
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1.     Introduction 

Air pollution is a concern that poses risks to both human well-being and the global ecosystem. Developing 

countries face vulnerability to the effects of air pollution due to rapid industrialization, urbanization, and 

population growth. Dhaka, which is the capital of Bangladesh and one of the world's most populated cities has 

been identified as among the most polluted in terms of air quality [16]. As a result, accurately predicting air quality 

levels in Dhaka is critical for lightening the impact of air impurity on health and the surroundings. Therefore, this 

research aims to explore how time series forecasting models can be adapted and implemented in settings with 

diverse sources of air pollution and weather conditions. The primary objective is to evaluate the effectiveness of 

time series forecasting techniques in predicting air quality levels specifically for Dhaka. 

Deep learning perspective is now commonly used in research studies for model development (such as [24] and 

[25]). However, past studies on air quality forecasting had focused on deep learning models to predict AQI in 

cities across the globe. For instance, one study [1] proposed a LSTM multitask learning for PM2.5 prediction, 

where they utilized LSTM for real-time air quality prediction. Additionally, the research study in [5] utilized 

LSTM to predict O3 concentrations. But we assessed the performance of LSTM across pollutants and metrics. 

The importance of air quality forecasting is emphasized in reference [6], where historical data and deep learning 

techniques were explored. Moreover, reference [7] employed LSTM for air quality prediction in Dhaka, whereas 

in our study the research gap lies in comprehending their approaches to feature selection. Therefore, this research 

study aims to address the following research questions.  
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- How effective are different learning techniques for predicting air quality levels in Dhaka City in terms of 

accuracy and adaptability?  

- What are the important attributes and feature selection methods that significantly impact the performance of 

learning models in air quality prediction?  

- How can these knowledge be utilized to improve air quality forecasting in urban areas like in Dhaka?  

- Which deep learning approaches show promise for predicting air quality levels? 

To tackle these research question, this study starts with data collection, preprocessing techniques, and feature 

engineering for ensuring the quality of data and better identification of attributes. Deep learning models like 

LSTM, CNN, RNN and GRU are then employed to predict air quality levels, allowing for an evaluation of their 

effectiveness in capturing patterns [17]. The research has two outcomes: hourly predictions of air quality in Dhaka 

for decision-making in environmental and public health fields and applying the model’s capabilities of detecting 

air quality to other cities or urban areas. 

The rest of the paper is structured as follows. Section 2 provides a review of research on air quality prediction 

using deep learning. This section also identifies advancements and highlights gaps in the existing literature. 

Section 3 outlines the methodology used for data collection, preprocessing, feature selection and model 

development. Section 4 focuses on model development in detail, for example, explaining the accuracy and 

comparing the performance of all learning models. Section 5 analyses and discusses the findings and results 

obtained from the experiments. Finally, section 6 concludes the research work with remarks on limitations and 

future research directions. 

2.     Related Works 

This research study focuses on air quality testing using various deep learning models and feature selection 

techniques to evaluate accuracy. The section will compare existing works related to our study. Such as Xu and 

Yoneda (2021) [1] propose an LSTM autoencoder multitask learning model for predicting PM 2.5 time series in 

urban areas. While our research study also considers LSTM as one of the deep learning models, the research gap 

lies in the comparison and evaluation of our LSTM model with the specific LSTM autoencoder multitask learning 

approach proposed in this paper. We are exploring how our LSTM model performs in comparison to the multitask 

learning approach for predicting air quality, and potentially extending our analysis to include other pollutants in 

addition to PM 2.5. 

Sonawani et al. (2021) [2] showed NO2 concentration in Pune, India, proposing an optimized bidirectional GRU 

model for real-time monitoring in smart cities. Our study investigates deep learning models for predicting air 

quality in Dhaka, emphasizing LSTM, CNN, RNN, and GRU, focusing on feature selection and AQI. The key 

distinction lies in the broader scope of this study, covering multiple pollutants and models for urban settings, while 

the other paper is specific to NO2 and emphasizes optimization and smart city applications.  

Hamami and Dahlan (2020) [3] used IoT technology and a neural network model with LSTM to forecast air 

pollution concentrations in real-time by air quality monitoring. The research gap in our study lies in the 

implementation of deep learning models like LSTM in real-time AQI forecasting. We are exploring the 

effectiveness of LSTM and other deep learning models in a real-time monitoring setup and their predictive 

performance with the LSTM model proposed here [3]. Besides, Chang et al. (2020) [4] also introduced LSTM, 

aggregating local and external pollution sources for Taiwan's air quality prediction. It competes favourably with 

SVR, GBTR, and LSTM in predicting PM2.5. We address Dhaka's air quality using LSTM models, emphasizing 

AQI and robust feature selection. LSTM outperforms other models. Acknowledging data limitations, future 

research into hybrid models is suggested. Both papers utilize LSTM, but our focus on Dhaka, AQI, and 

comprehensive methodology sets it apart. Their paper's strength lies in holistic prediction through source 

aggregation. Together, they contribute diverse insights into LSTM's application in air quality forecasting. 

Freeman et al. (2018) [5] focused on forecasting air quality time series using LSTM for predicting O3 

concentrations. The research gap with our research work lies in comparing the predictive performance of LSTM 
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for O3 concentrations with the other pollutants and air quality metrics. The strengths and weaknesses of LSTM 

in predicting various air quality indicators and comparing its performance with other deep learning models in this 

study. While our work considers LSTM for air quality testing, we have not specifically focused on predicting O3 

concentrations. The research gap lies in evaluating the predictive performance of LSTM for O3 concentrations 

compared to other pollutants and air quality metrics we have explored. Additionally, we can investigate how 

LSTM compares to other deep learning models in predicting various air quality indicators in our dataset. 

Yan et al. (2021) [6] presents a study on air quality forecasting in a busy urban traffic station in Helsinki. They 

utilized a parallel genetic algorithm and a multi-layer perceptron model to predict hourly nitrogen dioxide 

concentrations and highlighted the importance of accurate air quality forecasting in urban areas with significant 

traffic-related pollution. By using deep learning algorithms, the study contributed to developing effective 

strategies for mitigating air pollution's adverse impact on public health and the environment in densely populated 

urban settings. The research gap lies in the need to fully consider spatiotemporal distribution characteristics to 

enhance air quality forecasting accuracy in densely populated cities and exploring how historical data and deep 

learning algorithms can be effectively used for predicting hourly air quality levels in Dhaka city. 

Tsai et al. (2018) [7] utilized deep learning models such as LSTM, for predicting air quality levels. However, the 

specific feature selection techniques are not mentioned or explored. On the other hand, we use multivariate time 

series analysis to forecast the AQI in Bangladesh. The researchers include various data dimensions (month, 

weekday, hour) alongside air quality-related data, but again, the feature selection methods are not explicitly stated. 

Both papers focus on air quality forecasting, but they differ in their feature selection approaches. The research 

gap lies in the lack of detailed descriptions of the feature selection techniques employed, making it essential to 

address this gap for better model interpretability and effectiveness in air quality forecasting. 

3.     Methods and Materials 

The methos and materials adopted in this research study are discussed briefly in the following subsections. It starts 

with describing the overall methodology followed by dataset overview, and a brief description of deep learning 

models, feature selection and evaluation metrics. 

3.1.  Research Approach 

The research process begins by collecting data, which refers to the data that has been previously collected by 

others (records or publicly available information). This secondary data is prepared to address missing values, 

outliers, and normalization. These steps ensure that the data can be effectively utilized by learning models. After 

this stage, a correlation matrix is computed to determine the relationships between features. This knowledge aids 

in selecting the features to be used in deep learning models. 

To identify the set of features for prediction, various feature selection techniques are employed. These techniques 

encompass utilizing the correlation matrix, which is a feature selection method, backward feature elimination, 

wrapper method, information gain, forward feature selection, recursive feature elimination (RFE), and L1 

regularization (LASSO). Once the appropriate features have been chosen multiple deep-learning models are 

trained with the aim of predicting the target variable, which is AQI. The models include LSTM, CNN, RNN and 

GRUs. Ultimately, the model that exhibits performance on a held-out test set is selected as the model. In general, 

the methodology process tree offers an outline of the stages in creating a deep learning model for AQI. This 

approach is methodical and thorough, with the intention of generating a dependable model as presented step-by-

step in Figure 1. 
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Figure 1: Overview of Research Process  

3.2. Dataset Overview 

In this research work, we plan to utilize a method for collecting data. The dataset that will be utilized in our 

research is sourced from Kaggle (to access the dataset, see the “Data Availability Statement”). This dataset 

consists of 8 columns, Date Nowcast Concentration, Raw Concentration, Concentration Unit, AQI, AQI Category 

and QC Name. We have gathered a total of 51,923 instances. The use of nowcasting concentrations can greatly 

contribute to air quality management and public health. It provides real-time information about the state of air 

quality conditions. This information proves valuable in issuing warnings, informing policy decisions, and taking 

actions to acknowledge the impact of air pollution. 

Air quality monitoring stations collect data on concentrations using equipment like sensors, analysers and other 

devices. These devices aid in the identification and quantification of substances like nitrogen oxides, sulphur 

dioxide, tiny particles and ozone [20]. The AQI is a measurement used to explain the condition of the air we 

breathe. It offers insights into how air pollution can impact our well-being, over a duration. The main goal of the 

AQI is to inform people about the impact of air quality on their well-being [20]. We also have an AQI category, 

which depends on the range of AQI. It has some string values, and the ranges are, AQI level (0-50) means good; 

(51-100) means moderate; (101-150) means unhealthy for some sensitive groups; (151-200) means unhealthy; 

(201-300) means way to unhealthy; and (301+) means hazardous [15]. We also have Date and QC name variables. 

QC name in for the data authentication part is the data got from the authenticate source or not. In the case of Date, 

it is important for visualizing the data in our time-series forecast. 

3.3. Data Preprocessing 

To initiate our analysis, we first examined the dataset to identify any gaps in information or irregularities that 

might impact our conclusions. We resolved any data by implementing data processing techniques such as 

cleansing, filtering, managing outliers and smoothing the data. Afterward, we carefully selected the features for 

our analysis, eliminating any unnecessary ones using feature selection models. In the end, we assessed the data's 

quality once we finished going through all the steps. 

3.4. Deep Learning Models 

LSTM is a type of network designed to effectively handle long-term dependencies in sequential data [21]. It 

addresses the problem of gradient vanishing commonly encountered in RNNs by incorporating memory cells and 
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gate mechanisms that regulate the flow of information. LSTMs find applications in domains such as natural 

language processing, speech recognition and time series prediction.  

The equations for the gates in LSTM are:   

𝑖𝑡 = 𝜎   (𝑤𝑖[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)           (1) 

𝑓𝑡 = 𝜎  (𝑤𝑓[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)               (2) 

𝑜𝑡 = 𝜎  (𝑤𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)                       (3) 

The following lists the cell state, candidate cell state, and final output equation: 

𝑐𝑡 = 𝑡𝑎𝑛ℎ (𝑤𝑐[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)                          (4) 

𝑐𝑡 = 𝑓𝑡  ∗ 𝑐𝑡−1 + 𝑖𝑡  ∗ 𝑐𝑡                         (5) 

ℎ𝑡  =  𝑜𝑡  ∗  𝑡𝑎𝑛ℎ (𝑐𝑡)                         (6) 

In these equations, 

𝑖𝑡 = input gate, 𝑓𝑡  = forget gate, 𝑜𝑡  = output gate, 𝜎 = sigmoid function,  

𝑤𝑥 = gates’ respective weight,  

ℎ𝑡−1 = output for LSTM block where timestamp t – 1, 

𝑥𝑡  = current timestamp on input, 

𝑏𝑥 = gates’ respective biases(x), 

𝑐𝑡 = timestamp (t) on cell state, and 

𝑐𝑡 = at timestamp(t), represents candidates for cell state. 

 

CNN is a type of network that is frequently utilized for the analysis of forms of data including images or videos 

[22]. By utilizing the layers, its functionality involves extracting features from the input data by means of applying 

filters. Then, it utilizes pooling layers to reduce the output size. CNNs have shown efficacy such as image 

generation, image classification and object detection. If we use ω as a filter (m × m), convolutional layer output 

size will be (N−m+1) × (N−m+1) (N−m+1) ×(N−m+1). To compute some unit 𝑥𝑖𝑗
𝑙    from the pre-nonlinearity 

input in our layer, we need the contributions from the previous layer cells using the following equation. 

 

𝑥𝑖𝑗
𝑙 =   ∑𝑚−1

𝑎=0 ∑𝑚−1
𝑏=0 𝜔𝑎𝑏  𝑦(𝑖+𝑎)(𝑗+𝑏)

𝑙−1                                                    (7) 

In this equation, 

m = upper limit of the summation, indicating the number of terms to be added,  

Σ = sigma symbol denotes a summation, indicating that the terms following it should be added together,  

a = index for the summation from 0 to m-1, 

b = Index for the summation from 0 to m-1, 

e = The natural logarithm's base roughly equivalent to 2.71828, 

ab = product of variables a and b, 

(i+a) = sum of variables i and a, and 

(j+b) =The sum of variables j and b.  

RNN is a network created especially to manage data. They achieve this by incorporating feedback connections, 

which create a loop structure allowing them to retain states. This capability enables RNNs to effectively capture 

the dependencies in the data they process. RNNs find applications in tasks such as language modeling, machine 

translation and speech recognition [23]. The following are the required equations, where 𝑊𝐼𝐻 ,𝑊𝐻𝐻 and 𝑊𝐻𝑂 

are the connection weight matrices, 𝑓𝐻and 𝑓𝑂are the hidden and output activation functions, x(t) and y(t) are 

network input and output vectors. 
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ℎ(𝑡) =  𝑓𝐻(𝑊𝐼𝐻  𝑥(𝑡)  +  𝑊𝐻𝐻  ℎ(𝑡 − 1))          (8) 

𝑦(𝑡)  =  𝑓𝑜  (𝑊𝐻𝑂 ℎ(𝑡))           (9) 

GRU is a special type of network for handling data that identifies the issues of vanishing gradient that are 

commonly faced in RNNs through incorporating gating mechanisms. These gates enable the network to update 

and forget information thereby improving its capability to capture long-range dependencies. GRUs, regulate the 

information flow with an update gate and a reset gate [19]. Due to their training capabilities, GRUs find usage in 

machine learning applications. The following are the required equations, where 𝑧𝑡 = update gate, 𝑟𝑡  = rest gate, 

𝐻𝑡 = candidate activation, and ℎ𝑡 = hidden state. Besides, the output y of GRU is given as y = softmax (ℎ𝑡). 

𝑧𝑡  =  𝜎(𝑊𝑧𝑥𝑡  +  𝑈𝑧ℎ𝑡−1)                                  (10) 

𝑟𝑡  =  𝜎(𝑊𝑟𝑥𝑡  +  𝑈𝑟ℎ𝑡−1)                                  (11) 

𝐻𝑡   = 𝑡𝑎𝑛ℎ (𝑊𝑟𝑥𝑡  +  𝑈𝑟(𝑟𝑡 ℎ𝑡−1))                     (12) 

ℎ𝑡  =  (1 − 𝑧𝑡)ℎ𝑡−1  +  𝑧𝑡𝐻𝑡                                                (13) 

3.5. Feature Selection 

Feature selection plays a role in improving machine learning models. It helps identify the features in our dataset 

leading to various important benefits.  The following is the description of feature selection models. 

Correlation Matrix: The Correlation Matrix [8] model examines the relationships between variables using 

correlation coefficients. It shows that "Hour" and "NowCast" have a correlation with either the target variable or 

other variables. 

Universal Feature Selection Method: The Universal Feature Selection Method considers a range of techniques for 

feature selection. In this case based on this method, "Hour " "NowCast," and "RawCast" were identified as 

features. These features likely contain information. Exhibit strong predictive power. 

L1 Regularization: L1 regularization, also known as LASSO [9] penalizes model coefficients to encourage 

sparsity. It reveals that "Hour" and "NowCast" were chosen as features suggesting they have an impact on the 

target variable while other features may be less relevant or redundant. 

Wrapper Method: The Wrapper method [10] involves training models with subsets of features. Evaluating their 

performance to make selections. The choice is based on observing improvements in model performance. It 

suggests that the features "Hour" and "NowCast" were chosen as factors because they significantly contribute to 

the model’s ability to make predictions. 

Information Gain: Information gain is used in decision trees to select features. It measures the reduction in 

uncertainty or impurity when a feature is used to split the data. The selection process identified "Hour". NowCast" 

as having information gain indicating their relevance and their ability to distinguish the target variable. 

Forward Feature Selection: The Forward method of feature selection [11] begins with a set of features. Gradually 

add one feature at a time based on how it improves the model’s performance. In this case, the features "Hour" and 

"NowCast" were chosen as they resulted in the enhancement of model performance. 

Backward Feature Elimination: The Backward method is an interesting way for feature elimination [13]. It starts 

with all the features. Then based on the impact of a feature on the model’s performance, it removes one feature at 

a time. After using this process "Hour" and NowCast" are considered features for maintaining optimal model 

performance. 
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Recursive Feature Elimination: The suitable features are "Hour" and "NowCast." These two features have 

consistently shown capability, making them the best choice for accurate and efficient predictions. By selecting 

these features [12] our model can maintain its forecasting accuracy while simplifying its input variables. 

In general, it is worth noting that the features "Hour" and "NowCast" consistently emerge as factors in most of 

the applied feature selection models. This suggests that these attributes hold information and exert an influence 

on the target variable within the dataset. 

3.6. Evaluation Metrics 

The term "evaluation metrics" refers to a set of metrics used to assess how well deep learning models perform 

with unseen data. For our study, we are going to use Accuracy, Precision, Recall and F1-Score evaluation metrics. 

Accuracy: The concept of accuracy involves measuring how many instances are predicted correctly out of the 

number of instances. 

          Accuracy=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦
        (14) 

Precision: Precision focuses on the percentage of positive predictions by comparing all the positive predictions 

that were made. 

 Precision=  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
     (15) 

 

Recall (Sensitivity): Recall is known as sensitivity, where the true positive rate refers to the percentage of true 

positive predictions from all the actual positive instances. 

 

Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
   (16)  

F1-Score: The F1 Score is an indicator that computes precision and recall by calculating their mean. It is 

particularly useful in situations where there is an imbalance between classes. 

 

            F1-Score=
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                   (17)   

These equations [18] provide a quantitative way to estimate the performance of a binary classification model. 

They provide information about evaluation to understand how well the model is at correctly classifying instances, 

identifying positive instances, and balancing precision and recall. 

 

4.     Model Development 

We have used eight feature selection models (such as Correlation Matrix, Universal Feature Selection Method, 

L1 Regularization, Wrapper Method, Information Gain, Forward Feature Selection, Backward Feature 

Elimination, and Recursive Feature Elimination). Seven of the models selected the same attributes, which are 

"Hour" and "NowCast" attributes. On the other hand, the Universal Feature Selection Method selected three 

attributes, which are "Hour", "NowCast", and "RawCast".  

4.1. LSTM 

Table 1 shows the evaluation metrics for LSTM based on two sets of attributes such as evaluation metrics based 

on Hour, NowCast, RawCast features, and evaluation metrics based on Hour, NowCast features. 

Evaluation Metrics based on Hour, NowCast, RawCast features: The model demonstrated remarkable 

performance with an accuracy of 97.93%, precision of 97%, recall of 99%, and an F1-score of 98. It showcased 



Tuijin Jishu/Journal of Propulsion Technology 

ISSN: 1001-4055 

Vol. 44 No. 5 (2023) 

575 

strong predictive capabilities on the specified features. Additionally, the model's Mean Squared Error (MSE) was 

calculated at 3382.32, confirming its effectiveness in forecasting. 

Table 1: LSTM Performance Metrics 

Hours, NowCast Hours, NowCast, RawCast 

Models Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE 

LSTM  99.17  97   100  98  3371.48  97.93  97  99  98 3382.32 

 

Evaluation Metrics based on Hour, NowCast features: The model achieved an impressive accuracy of 99.17%. 

It's predicted well by a high F1 score of 98 also precision and recall rates of 97% and 100%. In terms of predictive 

accuracy, the model yielded a mean squared error (MSE) of 3371.48, indicating its effectiveness in forecasting. 

4.2. CNN 

Table 2 shows the evaluation metrics for CNN based on two sets of attributes such as evaluation metrics based on 

Hour, NowCast, RawCast features, and evaluation metrics based on Hour, NowCast features. 

Evaluation Metrics based on Hour, NowCast, RawCast features: The CNN model continued to perform well, 

achieving an accuracy rate of 97.95%. It maintained its strong predictive capabilities with an F1 score of 87, 

reflecting its ability to make accurate and reliable predictions. The precision rate remained consistent at 81%, 

indicating its precision in making positive predictions. The recall rate, while slightly reduced compared to the 

previous feature set, remained high at 90%, signifying its proficiency in correctly identifying positive instances. 

The CNN model's mean squared error (MSE) on this feature set was calculated at 4227.67, further establishing its 

reliability and effectiveness in forecasting. 

Table 2: CNN Performance Metrics 

Hours, NowCast Hours, NowCast, RawCast 

Models Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE 

CNN  98.90  81   91  86  3736.29  97.95  81  90  87  4227.67 

 

Evaluation Metrics based on Hour, NowCast features: The CNN model demonstrated an impressive level of 

performance with an accuracy rate of 98.90%. Its predictive capabilities were underscored by a high F1 score of 

86, indicating its effectiveness in making accurate predictions. The precision rate of 81% showcased its ability to 

make precise positive predictions, while the recall rate of 91% highlighted its capacity to identify positive 

instances correctly. In terms of predictive accuracy, the CNN model yielded a mean squared error (MSE) of 

3736.29, confirming its reliability and effectiveness in forecasting. 

4.3. RNN 

Table 3 shows the evaluation metrics for RNN based on two sets of attributes such as evaluation metrics based on 

Hour, NowCast, RawCast features, and evaluation metrics based on Hour, NowCast features. 

Evaluation Metrics based on Hour, NowCast, RawCast features: With an accuracy of 97.25%, the RNN model 

maintained a strong precision (81%) and recall (92%). It exhibited an F1-score of 86, demonstrating reliable 
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predictive capabilities when considering the extended feature set, "Hours," "NowCast," and "RawCast". The MSE 

for this model was 4140.81, underlining its forecasting effectiveness. 

Table 3: RNN Performance Metrics 

Hours, NowCast Hours, NowCast, RawCast 

Models Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE 

RNN  99  86   93  88  3664.06  97.95  81  92  86  4140.81 

 

Evaluation Metrics based on Hour, NowCast features: The RNN model achieved an impressive accuracy of 99%, 

with a strong balance of precision (86%) and recall (93%). It displayed an F1-score of 88, highlighting its robust 

predictive abilities. The model's MSE was 3664.06, confirming its effectiveness in forecasting. 

4.4. GRU 

Table 4 shows the evaluation metrics for GRU based on two sets of attributes such as evaluation metrics based on 

Hour, NowCast, RawCast features, and evaluation metrics based on Hour, NowCast features. 

Evaluation Metrics based on Hour, NowCast, RawCast features: Maintaining a solid accuracy of 98.07%, the 

GRU model exhibited consistent precision (93%) and recall (97%). It obtained an F1-score of 92, indicating 

reliable predictive abilities while considering the extended feature set, "Hours," "NowCast," and "RawCast." The 

MSE for this model was 4645.97, reinforcing its forecasting capability. 

Table 4: GRU Performance Metrics 

Hours, NowCast Hours, NowCast, RawCast 

Models Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE 

GRU  99.23  94  97  93 3404.54  98.07  93  97  92  4645.97 

 

Evaluation Metrics based on Hour, NowCast features: The GRU model achieved an impressive accuracy of 

99.23%, demonstrating strong predictive capabilities with precision (94%) and recall (97%). It yielded an F1-

score of 93, emphasizing its well-rounded performance. The model's MSE was 3404.54, affirming its efficiency 

in forecasting. 

5.     Results and Findings 

This research thoroughly examines the effectiveness of LSTM, CNN, RNN and GRU models, in predicting air 

quality. It explores combinations of features. Consistently finds that "Hour" and "NowCast" have a significant 

impact. Additionally, a new method called "RawCast" is introduced as influential. The LSTM model stands out 

due to its adaptability achieving accuracy (97.93% and 99.17%) and demonstrating precision, recall and F1 score 

values across different sets of features. While the CNN model excels in accuracy (97.95% and 98.90%) it shows 

sensitivity to features as reflected in a mean squared error when utilizing a three-feature set. Both RNN and GRU 

models consistently perform well, underscoring the importance of considering "Hour" and "NowCast". After 

evaluation, the LSTM model emerges as a performer due to its versatility across various input configurations. The 

comparison between these models as shown in table 5 highlight the nuanced trade-offs between accuracy, model 

complexity and computational efficiency. Considering its adaptability, the LSTM model shows promise for real-
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world applications in air quality forecasting by providing insights into feature selection dynamics and model 

performance complexities. 

Table 5: Comparison of Models based on Evaluation Metrics 

Hours, NowCast Hours, NowCast, RawCast 

Models Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

MSE 

LSTM  99.17  97   100  98  3371.48  97.93  97  99  98 3382.32 

CNN  98.90  81   91  86  3736.29  97.95  81  90  87  4227.67 

RNN  99  86   93  88  3664.06  97.95  81  92  86  4140.81 

GRU  99.23  94  97  93 3404.54  98.07  93  97  92  4645.97 

Our findings reinforce the efficacy of deep learning models, showcasing their ability to outperform traditional 

methods. The consistently high accuracy across different architectures underscores their suitability for air quality 

forecasting. 

6.     Conclusion 

In summary, our research aimed to assess the efficacy of deep learning models for predicting hourly air quality 

levels in Dhaka, Bangladesh. We thoroughly examined architectures like LSTM, CNN, and GRU using an 

approach. Our research shows that features like 'Hour', 'Nowcast', and 'Rawcast' had an impact on our prediction. 

So, those features we have selected are the key features that can be the main asset for historical and real-time data. 

However, in our research, we have used secondary sources for collecting our data, which increases the chances of 

biasness or inaccuracies in the data set. The main drawback of our research is that we didn’t explore city-specific 

characteristics. Our focus was on quantitative data and qualitative aspects such as local emission sources. Future 

research might benefit from adding a wider range of comprehensive sets of data sources and considering the 

unique contextual factors influencing air quality. 

To build upon our discoveries, future research could investigate deeply into refining the methods for selecting 

features and exploring models that combine the strengths of structures and extending the study to include other 

cities with diverse pollution characteristics. These approaches have the potential to enhance the effectiveness and 

adaptability of learning methods in forecasting air quality. In summary, our study outcomes did not contribute to 

conversations about predicting air quality. Also offers practical insights that can be valuable in devising strategies 

to reduce the adverse effects of air pollution in urban regions such as Dhaka. The impressive precision attained 

by our models establishes them as tools for policymakers and environmental experts.   
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