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Abstract 

Image processing techniques are used to autonomously identify agricultural plant diseases can significantly 

reduce reliance on farmers for safeguarding crop yields. The classification of cotton leaf diseases presents a 

formidable challenge. This study introduces a novel approach for classifying Cotton Leaf Diseases, employing 

an Antlion Optimization (ALO)-enhanced Deep Neural Network (DNN) classifier. The dataset comprises 

10,000 images, a combination of directly captured farm field images and downloaded samples, encompassing 

normal leaves, bacterial blight, Anthracnose, Cercospora leaf spot, and Alternaria diseases. Preprocessing 

incorporates Wiener filtering to eliminate image noise, while Fuzzy Rough C-Means (FRCM) clustering is 

employed for diseased and normal portion segmentation. The ALO-augmented DNN achieves an impressive 

93.37% accuracy in classifying cotton leaf diseases. 
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1. Introduction 

Image processing is a method to convert an image into digital form and perform some operations on it, in order 

to get an enhanced image or to extract some useful information from it. Image pre-processing techniques are 

used to improve the quality of an image before processing into an application [1]. This uses a small 

neighborhood of a pixel in an input image to get a new brightness value in the output image. These pre-

processing techniques are also called filtration and resolution enhancement [2]. Most of the imaging techniques 

are degraded by noise. In order to preserve the edges and contour information of the Agricultural plant images, 

the efficient de-noising and an improved enhancement technique is required. Gaussian, Median and Wiener 

filters are used for image de-noising [3]. The agriculture sector can be considered as the backbone for any 

developing economy. To obtain the maximum yield from the crops, it is required that farmers should be 

provided with the best technologies and methodologies [4]. 

India stands second in world cotton production. In-spite of its huge production, the diseases affects the cotton 

plant. Diseases could be bacterial, viral or parasitic in nature. Common cotton diseases are bacterial blight, 

powdery mildew, leaf curl, boll rot, fusarium wilt, cercospora, anthracnose, alternariaetc[5]. By applying image 

processing and deep learning techniques will prove to be useful in detecting the above stated diseases. 

According to Piyush Singh, coconut trees were affected due to pest infection stem bleeding and leaf blight 

diseases[6]. A total of 1564 images were captured from the farms of kayar village, Tamilnadu. Using FRCM for 

segmentation and convolutional neural network as a classifier, he was able to achieve a validation accuracy of 
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96.94%. The paper describes the various architectures of CNN and compares the performance of each of them in 

accurate and detail [7]. 

In this work, section2 discusses the implementation of various filters such as Wiener, Median and Gaussian to 

remove the noise present in the cotton images. Section3 elaborates the FRCM segmentation technique to 

segment the cotton leaf diseased portion from the cotton leaf. In section4 Antlion based Deep Neural Network 

classifier is designed and implemented. Section5 deals with results and discussion of the proposed work. 

Section5 discusses the conclusion of the work.  

2. Pre-Processing 

The purpose of pre-processing is to enhance the quality of the image, remove noise, and extract relevant 

information to make subsequent processing steps more effective. Images captured from various sources, such as 

cameras or sensors, often contain unwanted noise, which can degrade the quality of the image. Pre-processing 

techniques like filtering can help reduce noise, making the image cleaner and more suitable for analysis [8].  

In this work, Wiener filter, Median filter and Gaussian filters are used for noise removal in cotton images. Based 

on Mean Square Error (MSE) and Peak Signal to Noise Ratio (PSNR), best filter will be selected for further 

analysis. MSE is a widely used image quality metric, and it quantifies the average squared difference between 

pixel values in the original and filtered images. However, like PSNR, it's important to remember that MSE may 

not always capture the perceptual quality of an image accurately.  

A low Mean Square Error (MSE) value indicates that the filtered image is very close to the original image, and 

there is minimal distortion or noise [10].A high MSE value indicates that the filtered image is significantly 

different from the original image, and there is a higher level of distortion or noise. For image quality assessment 

using the Peak Signal-to-Noise Ratio (PSNR), a higher PSNR value indicates better image quality. In other 

words, a higher PSNR means that the reconstructed or filtered image is more similar to the original image, and 

there is less distortion or noise in the processed image. 

Wiener filters are a class of optimum linear filters which involve linear estimation of a desired signal sequence 

from another related sequence. It is not an adaptive filter. The Wiener filter’s main purpose is to reduce the 

amount of noise present in an image by comparison with an estimation of the desired noiseless image. The 

Wiener filter may also be used for smoothing. This filter is the mean squares error-optimal stationary linear 

filter for images degraded by additive noise and blurring. It is usually applied in the frequency domain (by 

taking the Fourier transform), due to linear motion or unfocussed optics. Wiener filter is the most important 

technique for removal of blur in images.  

x (m) -  Least Mean Square Error (LMSE) to estimate a desired or expected signal x (m).The relation between 

input signal and output signal is expressed as 

x  m  =          [ wk ∗

P−1

k=0

y m − k ]                                         (1)  

= wT ∗ y                                                                           (2)    

where, 

m - Discrete-time index 

y
T
is consider as filter input, and it is equal to [y(m),  y(m–1), ...,  y(m–P–1)]  

w
T
= [w0, w1, ..., wP–1]  - Wiener filter coefficient vector. 

The performance measures of cotton diseased images by implementing wiener, median and Gaussian filters are 

presented in Table1. 
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Table 1 performance measures of cotton diseased images by implementing filters. 

Image Wiener Filter   Median Filter 

 

        Gaussian filter 

 

PSNR MSE PSNR MSE PSNR MSE 

1 30.21 dB    165.43 26.12 dB    519.92 22.58 dB   935.67 

2 42.11 dB   125.87 34.46 dB    228.78 27.79 dB    464.73 

Wiener filter, Median filter and Gaussian filter are tested for 100 cotton diseased images. Based on the PSNR 

and MSE, wiener filter produces better result when compare with those of Median filter and Gaussian filter. 

Therefore wiener filter is considered for pre-processing. The input images and pre processed images are shown 

from Fig.1 to Fig.4. 

 

Fig.1 Input image1 Fig.2.Pre-processed image1 using wiener filter 

 

 

Fig.3 Input image 2   Fig.4.Pre-processed image2 using wiener filter 

3. Fuzzy Rough C-Means Algorithm for Cotton Disease Image Segmentation 

The FRCM (Fuzzy Relational C-Means) algorithm commences by initializing a set of cluster centers, which 

serve as the prototypes for the clusters [8]. In the context of fuzzy clustering, each pixel within the image is 

allowed to belong to multiple clusters with different levels of membership. A membership function assigns a 

membership value to each pixel for each cluster, signifying the extent of its association with that cluster. 

FRCM's primary objective is to minimize a composite function that consists of two components. The first 

component quantifies the similarity between each pixel and the cluster centers, and the second component is 

Query Leaf Image Contrast Enhanced

Query Leaf Image Contrast Enhanced
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determined by the membership values, which are computed based on the distances between pixels and the 

cluster centers. 

Rough set theory serves as a valuable tool for managing the uncertainty and granularity inherent in data [11]. It 

proves particularly useful in addressing ambiguities or areas of noise within an image. Once the membership 

values are computed, the algorithm proceeds to revise the cluster centres by taking a weighted average of pixel 

values, with the weights determined by the membership values. This iterative process of updating both the 

cluster centers and membership values continues until a predefined termination criterion is satisfied. This 

criterion can take the form of a set number of iterations or a convergence threshold. 

Upon algorithm convergence, each pixel is assigned to the cluster with the highest membership value. This 

assignment yields an image segmentation, grouping pixels with similar characteristics into the same cluster. 

FRCM harnesses the strengths of fuzzy clustering, which adeptly manages the inherent uncertainty in image 

data, and rough set theory [12], which is effective at addressing data granularity and noise. This hybrid approach 

can produce robust image segmentation, especially in scenarios where traditional clustering methods may falter 

due to noise or ambiguity. 

FRCM introduces the notion of fuzzy membership within fuzzy sets and incorporates the concepts of lower and 

upper approximations from rough sets into the c-means algorithm. The utilization of fuzzy sets' membership 

facilitates the efficient handling of overlapping partitions, while the integration of rough sets deals with issues of 

uncertainty, vagueness, and incompleteness in class definitions. The FRCM algorithm partitions a set  X= 

(x1…..xi….xn)of n objects into c clusters by minimizing the following objective function. The segmented images 

by implementing FRCM are shown in Figs 6,8 and 10. 

 

Fig.5PreprocessedAlternaria infected image     Fig.6 Segmented image using FRCMclustering 

 

 

 

 

 

 

 

 

Fig.7 Preprocessed Cercospora Leaf Spot Leaf     Fig.8 Segmented image using FRCM clustering 

 

Contrast Enhanced

Contrast Enhanced
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Fig.9 Preprocessed healthy Leaf      Fig.10 Segmented image using FRCM clustering 

4. Antlion Optimization  

The Antlion Optimization Algorithm (ALO) is a nature-inspired optimization algorithm that is based on the 

hunting behavior of antlions, a type of insect commonly found in sandy environments [13]. The ALO algorithm 

is used to solve optimization problems by mimicking the way antlions create traps to capture their prey, 

primarily ants. Antlions are insects that inhabit sandy areas. They dig conical pits in loose sand and wait at the 

bottom to capture ants and other small insects that fall into the pit. The antlion's strategy is to optimize the 

location and shape of the pit in such a way that it maximizes the chances of catching prey.The ALO algorithm is 

based on the idea of optimizing solutions through a two-phase process: the random walk phase and the trap-

building phase. These phases mimic the antlion's behavior in nature. 

4.1 Random Walk Phase 

In this phase, potential solutions (represented as candidate positions) are randomly generated. The random walk 

imitates the wandering movement of an ant searching for food. The quality of these random solutions is 

evaluated using an objective function, which measures their fitness in the context of the optimization problem. 

4.2 Trap-Building Phase 

The trap-building phase simulates the process by which antlions construct their pits. Antlions adjust their traps 

by removing or adding sand grains to the pit. In the ALO algorithm, candidate solutions are adjusted based on 

the fitness values obtained in the random walk phase. This adjustment helps to concentrate solutions in 

promising areas of the search space. 

4.3 Iterative Process 

ALO iteratively performs the random walk and trap-building phases. As the algorithm progresses, it refines the 

solutions and converges toward an optimal or near-optimal solution. 

5. Antlion Optimization based Deep Neural Network Classifier 

In the realm of artificial intelligence and computer vision, deep neural networks have revolutionized image 

classification. These networks, often referred to as Convolutional Neural Networks (CNNs) when applied to 

images, have become the cornerstone of modern computer vision tasks [14]. Deep neural networks are well-

suited for image classification due to their ability to automatically learn hierarchical features and patterns from 

raw pixel data. They consist of input layer, multiple hidden layers and output layer. Training a deep neural 

network for image classification involves two critical steps: data collection and model training. A diverse and 

representative dataset of labeled images is required for the network to learn from. During training, the model 

fine-tunes its internal parameters through backpropagation, adjusting them to minimize the difference between 

its predictions and the ground truth labels [15].  

Contrast Enhanced
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Fig.11. Architecture of DNN with two hidden layers. 

 

The DNN architecture, as illustrated in Figure 11, is designed with two hidden layers to effectively capture the 

mapping relationship between input and output data, with careful consideration of preference weight fitness. 

During the training phase, the ALO-DNN dynamically adjusts the number of hidden neurons in these layers 

through iterative updates. As the training iterations progress, the neural network continuously adapts its decision 

boundary to better fit the labeled training data. To improve both the training speed of the ALO-DNN and its 

classification accuracy, two hidden layers are incorporated. The total number of nodes in these hidden layers is 

determined using a specific equation. 

                                              N =  a + b + c    (4)  

For enabling the non-linear fitness ability an activation function is added in the hidden layer of DNN. We have 

used the softmax as an activation function and it is given as,  

 S(y)i =
exp yi 

 exp yi 
n
j=1

                                                                                                (5)                                                    

Step(1)  The architecture of the DNN is designed with three input layers, two hidden layers and one output 

layer. Activation functions used in DNN is softmax.  

Step(2)  Initial weights and biases of the DNN are selected with random values.  

Step(3)  Datasets are constructed and trained using ALO based DNN. 

Step(4)  ALO parameters such as the population size, maximum iterations, and control parameters are selected 

Step(5) Fitness function that evaluates the performance of the DNN.  

Step(6)  ALO algorithm is utilized to optimize the DNN's hidden neurons. During each iteration of the ALO 

algorithm, the fitness function is evaluated for each antlion, and the best antlion is selected. 

Step(7)  DNN's hidden neurons are updated using the information obtained from the ALO algorithm. The best 

antlion's position is used to update the DNN, improving its performance. 

Step(8)  ALO-based hidden neuron updation process for multiple iterations are repeated until convergence, 

where the DNN's performance reaches a satisfactory level. 

Step(9)  After training, DNN is verified on a separate validation dataset to assess its generalization 

performance. 

Step(10)  Finally, trained DNN is tested on a test dataset to evaluate its performance in real-world 

scenarios. 
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6. Results and Discussion 

The efficacy of the Deep Neural Network classifier, which incorporates Antlion optimization, is established 

through the evaluation of performance metrics such as precision, recall, F-Score, and specificity. These metrics 

are computed based on the counts of true positives, true negatives, false positives, and false negatives. A true 

positive signifies an instance where the model accurately predicts the positive class, while a true negative 

denotes an instance where the model correctly predicts the negative class. Conversely, a false positive refers to a 

situation where the model erroneously predicts the positive class, and a false negative pertains to a circumstance 

where the model incorrectly predicts the negative class. The classification performance metrics are presented in 

Table 2. Also the classification accuracy tabulated in Table 3. The graphical representation of classification 

performance metrices by implementing ALO-DNN classifier are shown in Figure. 

Table 2. Classification Performance Metrics. 

S. 

No 

 

  Disease 

 

Samples 

 

Precision 

 

Recall 

 

F-Scope 

 

Specificity 

ALO- DNN ALO- DNN ALO- DNN ALO- DNN 

1 Bacterial blight 2000 0.88 0.90 0.91 0.90 

2 Anthracnose 2000 0.89 0.90 0.91 0.91 

3 Cercospora Leaf Spot 2000 0.91 0.90 0.89 0.92 

4 AlternariaAlternata 2000 0.91 0.88 0.91 0.89 

5 Healthy Leaf 2000 0.92 0.89 0.92 0.91 

 

Table 3. Classification Accuracy. 

S.No Disease Samples ALO-DNN classifier ALO-DNN classifier Accuracy (%) 

1. Bacterial blight 2000 1871 93.55 

2. Anthracnose 2000 1868 93.4 

3. Cercospora Leaf Spot 2000 1874 93.7 

4. AlternariaAlternata 2000 1861 93.05 

5  Healthy Leaf 2000 1863 93.15 

Total 10000 9337 93.37 

 

7. Conclusion 

This paper presents an automated approach for disease detection and classification in cotton plants. The system 

employs FRCM clustering for segmentation and utilizes ALO-DNN for classification. The experimental results 

demonstrate the remarkable effectiveness of the ALO-DNN classifier, achieving an impressive accuracy of 

93.37%. Currently, the system operates on a single digitized color image of a leaf as its input, but there is 

potential for future expansion. Subsequently, the system may be enhanced to process batches of images, 

encompassing all parts of a plant, thereby enhancing the accuracy and predictive capabilities of the system. 
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