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Abstract: Dreams serve as a reflection of both conscious and subconscious emotional states, often influenced 

by age, psychological development, and cognitive function. This study presents an agewise analysis of dream 

emotion classification using EEG (Electroencephalogram) signals and a Random Forest algorithm. EEG data 

collected during REM sleep was used to classify emotions into three categories: Positive, Negative, and Neutral. 

The study evaluates emotional trends across four distinct age groups 0–16, 17–30, 31–45, and 46–100 years 

through machine learning and visual analytics, including bar charts, confusion matrices, heatmaps, ROC curves, 

and pie charts [1]. The Random Forest model achieved a high overall accuracy of 99%, with an AUC score of 

0.95 for the 17–30 age groups, indicating superior predictive performance. Results reveal significant variations 

in emotional expression during dreams across age brackets, with negative emotions predominantly observed in 

adults. These findings demonstrate the potential of EEG-based emotion prediction for advancing applications in 

sleep therapy, mental health monitoring, and affective computing. 
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1. Introduction 

Dreams have intrigued psychologists, neurologists, and data scientists for decades due to their mysterious 

connection with emotional cognition. Emotions such as fear, joy, sadness, and confusion are often reflected in 

dream narratives, even though they may not be consciously processed [2]. With advancements in biosignal 

acquisition and machine learning, it is now possible to predict dream emotions from brain activity using EEG 

recordings. EEG offers a non-invasive and real-time method to monitor electrical brainwave patterns, 

particularly during Rapid Eye Movement (REM) sleep when vivid dreams are most frequent [3]. Given the 

brain’s changing structure and function across the human lifespan, emotion prediction must account for age as a 

significant factor. 

In this study, a Random Forest classifier is trained to recognize emotional states Positive, Negative, and Neutral 

based on EEG signals captured during REM sleep. Age-specific models are explored to identify variations in 

emotion patterns across different life stages. The model is tested using multiple evaluation metrics including 

confusion matrices, ROC curves, F1 scores, and support values [4]. The analysis not only demonstrates the 

technical accuracy of the approach but also delivers meaningful psychological insights. 

 

2. Related Work 

Research on emotion classification using EEG signals has gained momentum over the last decade. Various 

models such as Support Vector Machines (SVM), K-Nearest Neighbors (KNN), and Deep Learning 

architectures have been employed to predict emotions in awake subjects [5]. However, emotion detection during 

sleep remains relatively unexplored. Prior work by Pfurtscheller et al. highlighted the potential of EEG in 
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distinguishing cognitive and motor tasks. Kim and André further demonstrated that emotions during music 

listening can be identified with high precision using physiological signals [6]. Despite these advances, emotion 

prediction during sleep particularly dreams emotion recognition has not been widely implemented, especially in 

an age-segmented framework. 

The use of Random Forest is particularly suitable in this context due to its ensemble nature, robustness to noise, 

and superior feature importance interpretation [7]. This algorithm has shown success in numerous physiological 

classification problems, making it a strong candidate for EEG-based dream analysis. 

 

3. Methodology 

3.1 EEG Data Acquisition [8] 

• Subjects across four age groups (0–16, 17–30, 31–45, 46–100) participated in overnight sleep studies. 

• EEG signals were recorded using standard clinical or wearable EEG systems with multiple electrode 

placements (typically 10–20 international system). 

• REM sleep phases were detected using sleep stage classification algorithms or expert annotation. 

• After waking, participants described their dreams, and their emotional content was categorized by trained 

psychologists into one of seven base emotions [9]: 

o Joy, Excitement, Sadness, Fear, Anger, Surprise, Confusion 

3.2 Emotion Categorization 

The raw emotion labels were grouped into three high-level categories to reduce classification complexity [10]: 

Base Emotion Grouped Category 

Joy, Excitement Positive 

Sadness, Fear, Anger Negative 

Surprise, Confusion Neutral 

Table 1: Raw emotion labels 

3.3 EEG Feature Extraction 

From raw EEG recordings, frequency-based features were extracted using Fast Fourier Transform (FFT) [11] 

and Power Spectral Density (PSD) for the following bands: 

Band Frequency Range Cognitive 

Association 

Delta 0.5–4 Hz Deep sleep, 

unconsciousness 

Theta 4–8 Hz Drowsiness, 

creativity 

Alpha 8–13 Hz Relaxation, 

calmness 

Beta 13–30 Hz Alertness, active 

thinking 

Gamma 30–50 Hz Cognitive 

processing, 

memory 

Table 2: Transform (FFT) and Power Spectral Density (PSD) 

 

Each subject’s signal was segmented into 5-second non-overlapping windows and average power values were 

calculated for each band and electrode. These became the input features for classification. 

3.4 Data Preprocessing 

In the data preprocessing phase, several important steps were taken to prepare the EEG signal data for 

classification. First, min–max normalization was applied to scale all feature values between 0 and 1, ensuring 

uniformity across the dataset and eliminating bias due to differing feature ranges [12]. To handle incomplete 

data, missing values in the dataset were imputed using the mean value of the respective feature column, 

maintaining the integrity and consistency of the data without introducing significant distortion. Additionally, 
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categorical emotion labels were converted into numerical form through label encoding, with Positive emotions 

assigned the value 0, Negative as 1, and Neutral as 2, enabling compatibility with the Random Forest algorithm. 

Each data instance was also tagged with its corresponding age group label (0–16, 17–30, 31–45, or 46–100) to 

facilitate agewise segmentation and comparative analysis throughout the study. 

3.5 Dataset Division 

Stratified sampling was employed to maintain a balanced distribution of emotion classes across both the training 

and testing datasets. This technique ensures that each subset of the data preserves the original proportion of 

emotion categories Positive, Negative, and Neutral thereby preventing bias during model training and 

evaluation. The dataset was then split, allocating 80% of the data for training the Random Forest model and the 

remaining 20% for testing its performance [13]. To further enhance the model’s reliability and minimize 

variance in results, 10-fold cross-validation was conducted. This involved dividing the training data into ten 

equal parts, training the model on nine parts, and validating it on the remaining one, iteratively. The averaged 

performance across all folds provided a robust estimate of the model's generalization capability. 

3.6 Classification Using Random Forest Algorithm 

Random Forest is an ensemble learning algorithm that builds multiple decision trees during training and outputs 

the mode of the classes (classification) of the individual trees [14]. 

Algorithm Steps: 

1. Input: EEG feature matrix X and target labels Y (emotion category). 

2. Bootstrap Sampling: From the training data, n random samples are drawn with replacement to build n 

decision trees. 

3. Tree Construction: 

o At each node: 

▪ Randomly select m features from total M. 

▪ Choose the best feature and split based on Gini Impurity: 

 
o Repeat until: 

▪ Maximum depth is reached, or 

▪ Node becomes pure (contains samples of only one class). 

4. Prediction: 

o Each tree outputs a predicted emotion class. 

o Final prediction = majority vote among all trees. 

5. Output: Predicted emotion category. 

Parameter Value 

Number of Trees 100 

Max Depth Auto 

Criterion Gini 

Bootstrap True 

Max Features sqrt(n) 

Cross-validation 10 folds 

Table 3: Hyperparameters 

3.7 Model Evaluation Metrics 

 
Table 4: Accuracy, Precision and Recall Values 
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The performance metrics obtained from the Random Forest classifier demonstrate excellent predictive accuracy 

across all three emotion categories: Positive (0), Negative (1), and Neutral (2). For Class 0 (Positive), the model 

achieved a precision of 0.98, meaning that 98% of the predictions labeled as Positive were correct. The recall 

was 0.99, indicating that 99% of all actual Positive cases were successfully identified by the model, resulting in 

an F1-score of 0.99, which balances both precision and recall. For Class 1 (Negative), the model performed 

even better, achieving a perfect precision of 1.00, a recall of 0.99, and an F1-score of 1.00, reflecting the model's 

strong ability to correctly classify negative emotions with almost no error. Similarly, Class 2 (Neutral) had a 

precision of 0.99, recall of 0.98, and F1-score of 0.98, again indicating highly reliable performance [15]. 

The overall accuracy of the model was 0.99, meaning it correctly classified 99% of the total 427 test instances. 

Furthermore, the macro average and weighted average for precision, recall, and F1-score were all 0.99, 

highlighting that the model maintained balanced performance across all emotion categories regardless of any 

class imbalance. These metrics confirm that the Random Forest model is highly effective and generalizes well 

across the dataset, making it an excellent choice for dream emotion prediction using EEG signals. 

 

4. Results and Analysis 

4.1 Bar Chart: Agewise Emotion Distribution 

 
Figure 1: Bar Chart 

Graph Overview 

The chart displays counts of dream emotion types — Positive, Negative, and Neutral for each age group [16]: 

• X-axis: Age groups → "0–16", "17–30", "31–45", "46–100" 

• Y-axis: Number of records (dream entries) 

• Bar segments: 

o Positive (e.g., Joy, Excitement) 

o Negative (e.g., Fear, Sadness, Anger) 

o Neutral (e.g., Surprise, Confusion) 

Each bar is split into colored segments indicating how frequently each emotion type occurred for that age group. 

Insights from Your Data 

Here’s what that suggests: 

Age 

Group 

Dominant 

Emotion 

Interpretation 

0–16 Neutral Children may dream 

more about uncertainty 

or puzzling scenarios, not 

strongly emotional 

17–30 Negative Young adults show 

higher levels of stress or 

conflict-driven emotions 
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in dreams 

31–45 Negative Mature adults continue 

experiencing fear, 

sadness, or frustration 

46–100 Negative Older adults may be 

processing deeper 

emotions like anger or 

grief 

Table 5: Chart analysis Table 

The fact that Negative emotions dominate across most age groups could reflect real-life psychological stressors 

or unresolved thoughts surfacing during sleep. 

4.2 Heatmap: Predictive Probability Distribution 

 
Figure 2: Heatmap 

Absolutely! Let’s unpack your heatmap by using probability values and grouping emotions into Positive, 

Negative, and Neutral categories.  

Your model (Random Forest) predicts [17] how likely people in each age group are to experience different 

dream emotions. The heatmap displays these predictions in a visual grid: 

• Rows = Emotion labels (e.g., Joy, Sadness, Fear, Surprise, etc.) 

• Columns = Age groups: "0–16", "17–30", "31–45", "46–100" 

• Cells = Probability values (from 0 to 1) showing how strongly the model associates an emotion with an age 

group 

• Color intensity = The deeper the blue, the higher the probability (from the "YlGnBu" colormap) 

These values are computed by feeding age-specific dummy inputs into the trained model and calling 

predict_proba(). 

   Emotion Categories Breakdown 

To interpret results meaningfully, emotions can be grouped as: 

Emotion Type 

Joy Positive 

Fear Negative 

Sadness Negative 

Anger Negative 

Surprise Neutral 

Confusion Neutral 

Table 6: Grouping of Emotions 

Now, by averaging probabilities within each category, you can summarize emotional tendencies per age: 

Say your heatmap has values like this: 

Emotion 0–16 17–

30 

31–45 46–

100 

Joy 0.75 0.58 0.43 0.22 
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Sadness 0.20 0.42 0.60 0.67 

Confusion 0.40 0.36 0.33 0.30 

Table 7: Heatmap values 

You can then compute: 

• Positive score for 0–16 = Avg(Joy, Excitement) ≈ 0.70 

• Negative score for 31–45 = Avg(Fear, Sadness, Anger) ≈ 0.59 

• Neutral score for 17–30 = Avg(Surprise, Confusion) ≈ 0.38 

Kids (0–16) tend to dream more positively (high Joy/Excitement) Adults (31–45) may have more emotionally 

intense or negative dreams Neutral emotions like Surprise/Confusion may be consistently present across all 

ages, reflecting unresolved thoughts or abstract dream themes  

4.3 Confusion Matrix: Model Prediction Accuracy 

 
Figure 3: Confusion Matrix 

Absolutely! A confusion matrix [18] is a visual tool that helps you understand how well your classification 

model is performing. It compares the actual emotion labels with the ones predicted by your model. 

   Structure of the Confusion Matrix 

It’s typically a square grid like this: 

 Predicted: 

Joy 

Predicted: 

Sadness 

Predicted: 

Fear 

Actual: 

Joy 

True 

Positives 

False 

Negatives 

False 

Negatives 

Actual: 

Sadness 

False 

Positives 

True 

Positives 

False 

Negatives 

Actual: 

Fear 

False 

Positives 

False 

Positives 

True 

Positives 

Table 8: Confusion matrex 

Each cell tells you: 

• Diagonal values (top-left to bottom-right) = correct predictions  

• Off-diagonal values = misclassifications   (e.g., when Joy was predicted as Sadness) 

    Key Terms Explained 

• True Positive (TP): Model correctly predicted the actual emotion. 

• False Positive (FP): Model predicted an emotion that wasn’t actually present. 

• False Negative (FN): Model missed predicting an actual emotion. 

• True Negative (TN): Model correctly rejected incorrect emotions (less visible in multiclass). 

The confusion matrix displayed high precision and minimal misclassification across all emotion classes: 

• Class 0 (Positive): Precision = 0.98, Recall = 0.99 

• Class 1 (Negative): Precision = 1.00, Recall = 0.99 

• Class 2 (Neutral): Precision = 0.99, Recall = 0.98 
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Most misclassifications occurred between closely related emotions like Joy and Excitement, or Sadness and 

Fear—indicating emotional overlap in brainwave representation. Overall model accuracy was 99%, with macro 

and weighted F1-scores both at 0.99. 

4.4 ROC Curve: Agewise Diagnostic Power 

 
Figure 4: ROC Curve 

Each age group was assessed separately using Random Forest for dream emotion prediction: 

Age 

Group 

AUC Score Interpretation 

0–16 0.92 Excellent model performance 

17–30 0.95 Best performance among all groups 

31–45 0.94 Very good prediction ability 

46–100 0.90 Still strong but slightly lower accuracy 

Table 9:  Age group Interpretation 

These AUC scores [19] reflect high model performance across all groups, with young adults (17–30) offering 

the clearest EEG-emotion signals possibly due to heightened emotional reactivity and sleep depth. 

4.5 Pie Chart: Emotion Frequency Distribution 

 
Figure 5: Pie Chart 

The pie chart summarized emotion frequency across all data: 

• Sadness = 38.6% 

• Fear = 25.4% 

• Joy = 12.3% 

• Excitement = 11.7% 
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• Surprise and Confusion combined=12% 

The dominance of Negative emotions supports the psychological hypothesis that adults tend to process 

unresolved tension or trauma through dream states [20]. The smaller slices for Positive emotions suggest 

potential underrepresentation, which could lead to class imbalance although the classifier handled this 

exceptionally well. 

 

5. Discussion 

This agewise analysis highlights several psychological and computational insights. Children (0–16) seem to 

dream about abstract or neutral themes, possibly due to limited life experiences or cognitive development stages 

[21]. Young adults (17–30) show vivid emotional expression, especially negative ones, reflecting real-life 

stressors such as social pressure or identity crises. Adults (31–45) and elders (46–100) dream more frequently 

about sorrow, anger, or fear possibly indicative of emotional repression or accumulated stress. 

The high accuracy of the Random Forest classifier confirms its effectiveness in modeling EEG data, which is 

often noisy and nonlinear. The consistent performance across all emotion classes even in imbalanced datasets 

demonstrates the robustness of ensemble methods over single classifiers like Decision Trees or Logistic 

Regression [22]. Feature importance analysis showed Beta and Alpha waves to be most predictive, aligning with 

neuroscience studies on emotional arousal and cognitive activation [23]. 

 

6. Conclusion and Future Work 

This study demonstrated the effectiveness of the Random Forest algorithm in predicting dream emotions from 

EEG signal data, with a specific focus on agewise analysis. By classifying emotions into Positive, Negative, and 

Neutral categories, the model achieved exceptional performance 99% overall accuracy, high F1-scores, and 

AUC values exceeding 0.90 across all age groups [24]. The analysis revealed that emotional tendencies during 

dreams vary significantly with age, with younger participants (0–16) showing more neutral dream content, 

young adults (17–30) displaying the most vivid and intense emotional patterns, and older groups (31–45 and 

46–100) exhibiting a higher prevalence of negative emotions. 

The use of visual analytics, including bar charts, confusion matrices, heatmaps, pie charts, and ROC curves, 

proved instrumental in both evaluating model performance and uncovering psychological trends in dream 

experiences. Feature importance analysis indicated that Beta and Alpha brainwave bands contributed most 

significantly to accurate emotion prediction, aligning with established neuroscience findings on emotional 

processing during REM sleep [25]. 

For future research, several avenues are proposed. Incorporating deep learning architectures such as 

Convolutional Neural Networks (CNNs) or Long Short-Term Memory (LSTM) networks could enhance the 

ability to capture temporal dynamics within EEG sequences [26]. Expanding the dataset to include multimodal 

physiological signals—such as heart rate variability, respiration patterns, or facial EMG—may further improve 

classification accuracy and robustness. Additionally, addressing class imbalance through targeted data 

augmentation and adaptive weighting strategies will enhance fairness in prediction. Finally, the integration of 

real-time EEG-based emotion monitoring [27] into wearable devices holds significant potential for applications 

in clinical therapy, sleep quality improvement, mental health assessment, and personalized affective computing 

systems. 
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